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Abstract: The information system collects a large number of business process event logs, and process discovery aims to discover 

process models from the event logs. Many process discovery methods have been proposed, but most of them still have problems when 

processing event logs, such as low mining efficiency and poor process model quality. The trace clustering method allows to 

decompose original log to effectively solve these problems. There are many existing trace clustering methods, such as clustering based 

on vector space approaches, context-aware trace clustering, model-based sequence clustering, etc. The clustering effects obtained by 

different trace clustering methods are often different. Therefore, this paper proposes a preprocessing method to improve the 

performance of process discovery, called as trace clustering. Firstly, the event log is decomposed into a set of sub-logs by trace 

clustering method, Secondly, the sub-logs generate process models respectively by the process mining method. The experimental 

analysis on the datasets shows that the method proposed not only effectively improves the time performance of process discovery, but 

also improves the quality of the process model. 
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1. INTRODUCTION 
Process mining [1-3] aims to extract effective information 

about business processes from event logs to discover, monitor 

and improve actual processes. Process mining mainly 

includes: 1) Process discovery takes the event log as input to 

the automatic production process model; 2) Conformance 

checking can be used to check if reality, as recorded in the 

log, conforms to the model and vice versa; 3) Enhancement is 

to extend or improve an existing process model using 

information about the actual process recorded in some event 

log. In addition, process mining also includes process 

prediction [4-5] and business process automation [6]. Process 

discovery is one of the most challenging process mining tasks, 

aims to discover a business process model form an event log. 

In the past two decades, researchers have proposed various 

process discovery approaches, e.g, Alpha Miner [7], Heuristic 

Miner [8], Inductive Miner [9], etc. 

However, with the advent of the era of big data, business 

processes produce larger and more complex event logs. For 

these event logs, most existing process discovery approaches 

unable to mine the information correctly, and usually lead to 

process discovery low efficiency. In the process mining 

manifesto [10], Professor Van der Aalst and others take that 

existing process mining methods are difficult to handle the 

massive amounts of data is generated ASML's wafer scanner. 

as an example, therefore, dealing with large-scale and 

complex event log problems is one of the important 

challenges of process mining. 

When dealing with complex and large-scale event log, the 

event log is reasonably decomposed into several sub-logs, and 

then the sub-logs are discovered by the existing process 

discovery approaches, thereby improving the efficiency of 

process discovery and the quality of process models. An 

effective way to decompose the event log is to cluster the 

trace in the event log, so that the process model combination 

corresponding to the clustered sub-logs can clearly and 

completely express the behavior in the original event log. On 

the one hand, the preprocessing operation of trace clustering 

can effectively improve the time performance of the process 

discovery method, and on the other hand, it also reduces the 

probability of complex process models (similar to the 

spaghetti process model), and then more intuitively 

understand the process model. To this end, we propose a 

preprocessing method to improve the performance of process 

discovery, called as trace clustering. The sub-logs by the trace 

clustering methods are mined by the existing process 

discovery approaches to generate the sub-process models. 

Finally, Checking the conformance of the above sub-logs with 

the original log by measuring fitness, precision, F-Measure to 

verify the feasibility and efficiency of the trace clustering 

preprocessing operation. 

2. RELATED WORK 

2.1 History of Process Mining Algorithms 
In 2002, Wil van der Aalst proposed the Alpha Miner in [7]. 

From the perspective of workflow, it is based on the direct 

follow activity relationship between logs to mine the activity 

associations in event logs. The disadvantage of Alpha Miner 

is that it unable to flexibly handle noise, incomplete event 

logs, and cannot identify short loops, map non-local 

dependencies, and handle non-free choice structures. Many 

researchers have devoted themselves to improving and 

extending the Alpha Miner, and different algorithms have 

been proposed to solve these limitations. 

 For this reason, Weijters & van der Aalst et al. (2003) 

extended the Alpha Miner in [8] and considered the frequency 

of directly follow activity relationship, and calculated the 

dependency/frequency parameter to obtain the heuristic 

network. The algorithm is called Heuristic Miner. It can 

handle noise and allows comparison between manually 

designed models and execution processes. This algorithm is 

the most commonly used and customized because it 
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guarantees good adaptability, but it cannot provide complete 

reliability because uncommon paths are not incorporated into 

the model.  

Jansen-Vullers et al. (2006) created a new algorithm based on 

integer programming technology. It shows that it is possible to 

search for the best settings using objective functions and 

applying integer programming techniques. This method finds 

all the solutions of a system of equations, and implements a 

minimization function through integer programming 

techniques.  

Leemans et al. (2013) proposed an extensible framework 

called Inductive Miner[9]. The purpose of the algorithm is to 

discover block-structured process model that is reasonable 

and suitable for the behavior observed on the event log. This 

algorithm represents the minimum information of the 

discovery process model. Inductive Miner provided 

polynomial time complexity and feasible computational cost.  

In 2017, vanden Broucke and Weerdt extended the most 

popular Heuristic algorithm and proposed the Fodina 

Miner[11]. This method is robust to noise and can identify 

repetitive activities. In addition, the algorithm is flexible, 

allowing users to choose to adjust the discovery process. 

2.2 Quality Evaluation Index 
This article uses the following three indicators to evaluate the 

quality of the event log, where L represents the event log and 

M represents the process model.  

Index 1-Fitness 

Fitness[12] quantifies the degree to which the process model 

can accurately reproduce the trace recorded in the event log, 

and it quantifies the ability of the process model to regenerate 

the trace recorded in the event log. A degree of fitness of 1 

means that the process model can regenerate all trace in the 

event log, and a low degree of fitness indicates that most of 

the behaviors in the event log cannot be reproduced by the 

process model;  

Index 2-Precision 

Precision[13] quantification of some behaviors that can be 

repeated in the process model but not seen in the event log. It 

measures the ability of the process model to only generate 

traces in the event log. A precision of 1 means that all traces 

generated by the process model are included in the event log, 

and low precision means that the process model allows more 

behavior than the event log. 

Index 3-F-measure 

The F-measure value[14] is defined as the harmonic mean 

value of fitness and precision, calculated as follows: 

              

 
                             

                           
 

 Where fitness (L, M) is the degree of fitness of the process 

model found in the event log relative to the original log, and 

precision (L, M) is the precision of the process model found in 

the sample log relative to the original log.  

3. Framework 
This paper proposes a process mining algorithm based on 

trace clustering. On the basis of the existing process mining 

algorithm, the log is preprocessed for trace clustering 

operation, and then the clustered sub-logs are respectively 

applied to the existing process mining algorithm performs. 

Finally, evaluates the obtained process model. Fig.1 shows an 

overview of our approach. 

...

...

Original Log

Sub Log 1 Sub Log 2 Sub Log n

Sub Model 1 Sub Model 2 Sub Model n

Original Log

Phase 1

Phase 2

Phase 3

 

Figure 1. An Approach Overview 

Phase 1: Preprocessing based on trace clustering 

There are many existing trace clustering approaches, such as 

K-means trace clustering, active learning clustering, etc. After 

the original log is processed by the trace clustering method, a 

set of sub-logs are obtained, so that they belong to the same 

sub-log The traces the same sub-log of are similar, and the 

traces belonging to different sub-logs are different. The trace 

clustering method used in this process requires preset 

parameters, such as the number of clusters, and setting 

different parameters may affect the final log quality. 

Phase 2: Event log process discovery 

There are many existing process discovery methods, such as 

Alpha Miner, Heuristic Miner, and Inductive Miner. 

According to the event log input by the user, these mining 

algorithms are used to obtain the corresponding process 

model. It is worth noting that the parameter settings of the 

process mining algorithm may result in different process 

models, and the default parameter settings are used in this 

article. 

Phase 3: Process model quality assessment 

The feasibility and efficiency of the method proposed in this 

article can be evaluated from the following two perspectives. 

(1) Process model quality: In order to quantify the quality 

of the process model, we first process the original log 

into a set of sub-logs from the trace clustering method by 

the existing process discovery methods for each sub-log 

to obtain the corresponding sub-process models, and 

separate the sub-process model from the original log 

checking conformance to measure fitness, precision, and 

F-Measure to quantify the quality of the new process 

model. By comparing the quality of the process model 
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with the original log, the feasibility of the method 

proposed in this article is demonstrated; 

(2) Process discovery efficiency: The efficiency of process 

discovery can be quantified by the time it takes to obtain 

the process model. The less time it takes to obtain the 

process model, the higher the efficiency of process 

discovery. The efficiency of the method proposed in this 

paper is demonstrated by comparing the time it takes to 

obtain the process model.  

4. TRACE CLUSTERING METHOD 

4.1 Vector Space Method 
Song et al. [15] proposed a method to construct a vector space 

model for the trace in the event log. This method is based on a 

set of configuration files, each of which measures multiple 

characteristics of each trace from a specific angle, such as 

activities, directly follow relation, etc., these features can form 

a corresponding feature matrix. Based on the feature matrix, 

multiple distance metrics (Euclidean distance, etc.) are used to 

calculate the distance between any two traces in the event log. 

Finally, the traditional clustering algorithms such as K-means 

clustering is applied in data mining to group the traces in 

event logs into sub-logs. 

4.2 Context-aware Trace Clustering 
Bose and van der Aalst described this trace clustering 

technique in [16,17], which extends the previous trace 

clustering method by improving the context awareness of 

control flow. The context awareness here refers to the control 

flow attributes of the trace in the event log, rather than context 

information such as organizer, case data, etc. In [16], Bose 

and van der Aalst proposed a general edit distance technique 

based on Levenshtein[18], in which editing operations include 

insertion, deletion or replacement. In [17], the idea of context-

aware trace clustering was further developed, and the idea of 

generating a vector space model for the traces in the event log 

was reconsidered, using conservative patterns or 

subsequences to replace the previous activities as the basis of 

the vector space model. In this way, the concepts of 

maximum, supermax, and near-supermax repetition are 

defined to create a feature set that determines a certain trace 

vector. The corresponding trace clustering method in this 

article is Guide Miner Tree trace clustering. 

4.3 Model-based Sequence Clustering 
Ferreira et al. [19] proposed a trace clustering that is different 

from previous methods. Inspired by the work of Cadez et al. 

[20] in the field of Web usage mining, they proposed to 

cluster traces by learning a hybrid first-order Markov model 

using an expectation maximization (EM) algorithm. In [21], 

this model-based trace clustering technique was applied to 

server logs, proving its availability in real life. 

De Weerdt et al. proposed in [22] the problem of finding the 

optimal distribution of traces on a given number of clusters, 

so as to maximize the combined accuracy of the associated 

process model. This method changes the goal of traditional 

trace clustering, which is based on grouping similar traces to 

find the optimal distribution and solves the problem of finding 

the optimal trace distribution. It proposes a top-down greedy 

algorithm and a standard for trace selection. Not because they 

exhibit similar behavior, but because they fit a particular 

process model well. The corresponding trace clustering 

method in this article is ActiTrac trace clustering. 

5. EXPERIMENT ANALYSIS 

5.1 Experimental Environment Settings 
The open source process mining tool platform ProM (see 

http://www.promtools.org/) provides a fully pluggable 

experimental environment for process mining. It can be 

extended by adding plug-ins, currently contains more than 

1,600 plug-ins, the tool and all plug-ins are open source.  

The experiments in this article are all based on PC Intel Core 

i5-4210M 2.60GHz CPU, 12GB RAM environment, using 

Java language. 

5.2 Simulation Data Structure 
This article uses WoPed simulation tool (see as 

https://woped.dhbw-karlsruhe.de/) to construct a Petri net 

model. The model is constructed as follows, and then a jar 

package is generated from the log to generate a simulation 

Log. It contains 206 traces, 3228 events and 20 activities. The 

process model is shown in Figure 2.  

The Petri net in Figure 2 is designed to generate different 

event logs with three types of behavior: a trace with activity 

X, a trace with activity Y, and a trace with neither activity X 

nor activity Y. Please note that it has chosen to include a large 

number of parallel and circular behaviors to approximate the 

complexity of a real event log. 

A B E
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 Figure 2. Example Petri net used for generating different 

classes of behavior according to the presence/absence of 

activities X and Y. 

5.3 Simulation Log Analysis 

We use four classic process discovery methods (Alpha Miner, 

Heuristic Miner, Inductive Miner,Fodina Miner) and three 

representative trace clustering methods(ArciTrac Trace 

Clustering,Guide Tree Miner,K-Means) to analyze the 

feasibility and accuracy of the method proposed in this article 

from the following two aspects.  

5.3.1 Time Performance Analysis 

By comparing the time taken by the original log to obtain the 

process model using each process mining method and the total 

time used by the process model obtained by the clustered sub-

logs through each process mining method, it shows that the 

trajectory clustering method improves the process mining to a 

certain extent. The time of the method, the results obtained are 

shown in Table 1. 

 It can be seen from Table 1 that for most mining algorithms, 

the sum of the sub-logs after trajectory clustering is mostly 

less than the time to mine the original log directly through the 

process discovery method, which shows that the trace 

clustering process Later, the time performance of the process  
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Table 1. Process discovery algorithm time performance comparison(ms) 

Trace Clustering 

Method 

Number of 

clusters 

Process discovery algorithm 

Alpha 

Miner 
Heuristic Miner 

Inductive Miner Fodina 

Miner 

OriginalLog  31 90 153 35 

Arctrac 

3 32 24 55 30 

4 19 41 31 18 

5 26 49 39 10 

Guide Tree Miner 

3 19 24 133 23 

4 26 49 39 28 

5 29 63 26 19 

K-means 

3 19 44 29 30 

4 25 55 57 12 

5 29 43 42 20 

discovery method has been further improved. In fact, if the 

processed sub-logs are processed on a distributed platform, 

the time performance will be further improved. 

It is worth noting that this article does not compare the 

processing time of trace clustering. The reason is that this 

article only discusses whether the effect of clustering has 

further improved the process discovery method. In addition, 

this article also compares the trace clustering time statistics 

are performed, as shown in Table 2. From Table 2, it can be 

seen that the processing time of trace clustering is to a certain 

extent far longer than the time used for process discovery. The 

time of different trace clustering is different, which is due to 

the different operations in different trace clustering method 

caused. 

Table 2. Trace clustering preprocessing time of log (ms) 

Trace Clustering 

Method 

Number of 

clusters 

Trace clustering 

time 

ArciTrac 

3 6215 

4 5411 

5 4849 

Guide Tree Miner 

3 9024 

4 4415 

5 7451 

K-Means 

3 2189 

4 2163 

5 2160 

5.3.2 Process Model Quality 
By comparing the quality of the process model generated by 

the above process discovery method with the quality of the 

process model generated by the newly proposed method, the 

quality of the traditional process model is to compare the 

fitness, precision, and F-Measure of the process model 

generated by the original log and the original log. The 

Measure value is quantified; the new method proposed in this 

paper is to obtain the corresponding process model through 

the existing process discovery method through the several 

sub-logs generated by trace clustering, and then respectively 

do the fitness degree and the original log of the respective 

process model and the original log. The accuracy and F-

Measure index values are quantified, and then the weighted 

average is used to obtain the final evaluation value. The 

results obtained are shown in Table 3, Among them, F 

represents fitness, P represents  precision, F1 represents F-

Measure. 

It can be seen from Table 3 that, except for the Alpha 

algorithm, which cannot obtain the relevant results, the final 

evaluation quality values obtained by the other process mining 

algorithms are all greater than the quality of the logs directly 

evaluated. This shows that the new method proposed in this 

paper has improved the process to a certain extent. Accuracy 

of discovery. Take the clustering method ArciTrac, when the 

number of clusters is 4 as an example, it is found that the 

fitness value of the method is reduced, but the accuracy value 

is increased, and the harmonic average value of the two is F- 

Measure value is increased, which shows that the quality of 

the process model has been improved. 

6. CONCLUSIONS 

This paper proposes a preprocessing method, called as trace 

clustering to improve the performance of the process 

discovery methods. The analysis on the simulation experiment 

data set shows that the method proposed in this paper can not 

only effectively improve the time performance of the process 

discovery method, but also improve the quality of the process 

model. 
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Table 3. Comparison of evaluation indicators 

Trace 

Cluste

ring 

Metho

d 

 

 

Nu

mbe

r of 

clus

ters 

 

Process Mining Algorithms 

Alpha Miner Heuristic Miner Inductive Miner Fodina Miner 

F P 

F1 F P F1 F P F1 F P F1 

Origin

al Log  
- - 

- 0.8557 0.795 0.8242 0.9527 0.516 0.67 0.847 0.768 0.8057 

ArciTr

ac 

3 - - - 0.7492 0.987 0.852 0.7909 0.9326 0.8546 0.7501 0.993 0.8547 

4 - - 
- 0.77 0.9379 0.8409 0.8207 0.8045 0.7988 0.7756 0.9378 0.8423 

5 - - - 0.78 0.9338 0.8427 0.8206 0.7637 0.7778 0.7667 0.9358 0.8373 

Guide 

Tree 

Miner 

3   
 0.8436 0.8353 0.839 0.925 0.5824 0.703 - - - 

4   
 0.836 0.841 0.8379 0.9185 0.5403 0.763 - - - 

5    0.8379 0.8511 0.8438 0.8791 0.616 0.7056 - - - 

K-

Means 

3    0.8446 0.8546 0.8496 0.9263 0.5161 0.6587 0.8329 0.7294 0.777 

4   
 0.8333 0.8667 0.85 0.9165 0.3907 0.5471 0.8475 0.76 0.8008 

5    0.8441 0.8704 0.8567 0.9309 0.5606 0.6977 0.827 0.777 0.8007 
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Abstract: Flow inside a rectangular shape nozzle is simulated in this study. Finite volume scheme is utilized as the main solver for the 

current study. Second order scheme is utilized to discretize pressure. Second order upwind scheme is utilized for solving momentum 

equation. Then the momentum equation is coupled with the continuity equation to obtain the pressure and velocity at each cell. 

Cavitation inception and super cavitation is also found and discussed in this study and the results were also verified with previous 

Winklhofer et al. experiments. 
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1. INTRODUCTION 
Spray atomization is affected enormously by turbulence and 

cavitation in a diesel injector nozzle and then combustion 

performance is affected as well [1-5]. Cavitation has been 

investigated widely in real-size diesel injector nozzle even 

though there are many ambiguous questions remained 

unanswered. High fuel injection pressure and small-scale size 

of the nozzles makes it very hard to visualize the flow inside 

nozzles and therefore many simulations are necessary to be 

done in order to understand the process of cavitation. 

Experimental studies of cavitation due to complex nature of 

the mentioned phenomena are very limited to transparent 

models under a certain boundary conditions [6-12]. With 

development of CFD (Computational Fluid Dynamic) 

numerical simulation has been of interest in the recent years 

as it is faster and less expensive.  

2. NUMERICAL SCHEME 
Continuity and momentum equations for an incompressible 

fluid flow can be written as following [1, 4]: 

    

   
   

    

  
    

    

   
  

 

 

   

   
  

     

      
 

 

   
    

In which     is the mean velocity,   the time,    is the 

position,   is the constant density,    is the mean pressure, 

      
  

 
 

        is the Reynolds stress tensor and   is the 

kinematic viscosity and finally   
         is the 

fluctuating components of the velocity.  

The RSTM evaluates differential transport equations in order 

to obtain turbulence stress components: 

 

  
       

 

   
   

 
 

   
 
  

  
         

    

   
 

   

 

 
     

 

 
     

        
 

 
       

In which the turbulent production can found from the 

following equations: 

        

    

   
    

    

   
 

The turbulent dissipation rate is also calculated from the 

following equation: 

  

  
    

  

   
 

 

   
    

  

  
 

  

   
     

 

 
   

   

   

    
  

 
 

Instantaneous fluid velocity was also obtained from the 

following equation: 

   

  
  

      

  
  

   
 

     

  
       

The average time in which the turbulent eddies spent time in a 

particle track is obtained as following: 

    
  

      
      

  
   

 

 

 

   

Bubble trajectory has also been obtained from the following 

equations: 
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Bubble motion equation has also been used in order to obtain 

location of each cell during the calculation period: 

   

  
      

 

 
    

 

 

  

 
        

              
      

 
 

 
        

         
     

 
         

   
       

     

  
 

   

    
     

  
    

   
  

  
                

  

  
    

             

 

3. RESULT AND DISCUSSION 
 

At the beginning a structured dominant mesh is used in this 

study which is following the measurements introduced by 

Winklhofer et al. [13]. Figure 1 shows structured dominant 

mesh used in this study in which a fully structured mesh is 

used in the orifice area of the nozzle. Moreover, figure 2 

shows close up view of the mesh near the orifice inlet. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Contour of vapor volume fraction when super 

cavitation occurs. 

 

As mentioned earlier the flow is solved using finite volume 

scheme where the two equations of continuity and momentum 

were solved together in order to obtain the velocity and 

pressure profile. Then using a structured dominant mesh as 

shown in figure 1 and 2 the whole domain is divided in to 

smaller domains to make it feasible for utilization of the 

current numerical scheme. 

                Figure 3 and 4 shows formation of cavitation at two 

stages which are namely inception and final. During 

 

Figure 1. Mesh topology of the domain. 

 

Figure 2. Close up view of the mesh near the 

orifice inlet. 

 

 

Figure 3. Contour of vapor volume fraction 

when cavitation inception occurs. 

 

 

Figure 4. Contour of vapor volume fraction 

when super cavitation occurs. 
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the cavitation inception in which the inlet pressure 

is fixed to 10 MPa and the outlet pressure is fixed to 

4.0 MPa, only a smaller region of cavitating region 

forms which leads to affect the inlet radius region. It 

can also be seen from figure 3 that the inception 

region predicted from the simulation is matching 

with previous experimental result shown in black 

and white. 

               Finally, figure 4 shows formation of super cavitation 

when the inlet pressure is fixed to 10 MPa and the 

outlet pressure is fixed to 2.5 MPa. It can be seen 

that the whole orifice area is covered by the vapor 

volume fraction in this case and any further increase 

in the pressure difference would make the flow 

choke and the whole physical properties would 

change. 

4. CONCLUSION 
In this study the flow is simulated in a rectangular shape 

nozzle using finite volume scheme. In order to make the 

simulation process feasible the domain is divided in to smaller 

regions using structured dominant mesh. 

1- Cavitation inception was found and verified using 

previous experimental contour. 

2- Super cavitation was found and verified using 

previous experimental contour. 
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Abstract:  Job Shop Problem (JSP) is an optimization problem in computer science and operations research in which jobs are assigned 

to resources at particular times. Each operation has a specific machine that it needs to be processed on and only one operation in a job 

can be processed at a given time. This problem is one of the best known combinatorial optimization problems. The aim of this project 

is to adapt Bat, Bee, Firefly, and Flower pollination algorithms, implement and evaluate the developed algorithms for solving Job Shop 

Problem.  

 

Keywords:  scheduling. Optimization, job shop problem, BAT, BEE) 

 

1. INTRODUCTION 

Scheduling is the allocation of shared 

resources over time to competing activities. It has been the 

subject of a significant amount of literature in the operations 

research field. Emphasis has been on investigating machine 

scheduling problems where jobs represent activities and 

machines represent resources; each machine can process at 

most one job at a time practical and varied. They arise in 

diverse areas such as flexible manufacturing systems, 

production planning, computer design, logistics, 

communication, etc. A scheduling problem is to find 

sequences of jobs on given machines with the objective of 

minimizing some function of the job completion times. 

In a simpler version of this problem, flow 

shop scheduling, all jobs pass through all machines in the 

same order. A more complex case is represented by a job shop 

scheduling problem where machine orderings can be different 

for each job. Job shop problem (JSP) is one of the hardest 

combinatorial optimization problems. It belongs to the class 

of Non-deterministic Polynomial (NP) hard problems, 

consequently there are no known algorithms guaranteed to 

give an optimal solution and run in polynomial time. That 

means, classical optimization methods (branch and bound 

method, dynamic programming) can be used only for small 

scale tasks. (Binato, Hery, Loewenstern and Resende, 2002). 

2. THEORECTICAL BACKGROUND 

Job Shop Problem (JSP) 

JSP is a static optimization problem, since all 

information about the production program is known in 

advance. General job shop problem is the probably most 

studied one by academic research during the last three 

decades and is notoriously difficult problem to solve.  The 

JSP is a Non-deterministic Polynomial (NP) hard problem and 

among those optimization problems, it is one of the least 

tractable known problem (Garey and Johnson, 1979).  It is 

purely deterministic, since processing time and constraints are 

fixed and no stochastic events occur.  

JSP also illustrates some of the demands required by 

a wide array of real-world problems. In a shop floor, 

machines process jobs and each job contain a certain number 

of operations. Each operation has its own processing time 

and has to be processed on a dedicated machine. Each job 

has its own machine order and no relation exists between 

machine orders of any two jobs. For each job, the machine 

order of operations is prescribed and is known as 

technological production recipe or technological constrain, 

which are static to a problem instance. (Garey and Johnson, 

1979). 
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Operations to be processed on one machine form an 

operation sequence for this machine.  For a given problem, an 

operation sequence for each machine is called a schedule.  

Since each operation sequence can be permuted independently 

of operation sequences of other machines, the problem with n 

jobs and m machines can have a maximum of different 

solutions.  The completion time of all jobs is known as 

makespan. The objective is to find a feasible schedule with 

minimum makespan. Feasible schedules are obtained by 

permuting the processing order of operations on machines 

without violating the technological constraints. (El-Bouri, 

Azizi and Zolfaghari, 2007) 

Makoto and Hiroshi considered the JSP problem to 

minimize the total weighted tardiness with job-specific due 

dates and delay penalties, and a heuristic algorithm based on 

the tree search procedure was developed for solving the 

problem. Gomes and Barbosa presented an integer linear 

programming model to schedule flexible job shop, which 

considered job re-circulation and parallel homogeneous 

machines Loukit and Jacques dealt with a production 

scheduling problem in a flexible job shop with particular 

constraints-batch production.  

An example of two jobs to be performed three machines 

(2×3) job shop problem is illustrated in Table 1 In this 

problem, each job requires three operations to be processed on 

a pre-defined machine sequence. The first job (J1) need to be 

initially operated on the machine M1 for 5time units and then 

sequentially processed on M2and M3 for 4 and 9 time units, 

respectively. Likewise, the second job (J2) has to be initially 

performed on M3 for 5 time units and sequentially followed 

by M1 and M2 for 6 and 7 time units, respectively. The design 

task for solving JSP is to search for the best schedule(s) for 

operating all pre-defined jobs in order to optimize either 

single or multiple scheduling objectives, which is used for 

identifying a goodness of schedule such as the minimization 

of the makespan (Cmax) (Ge HW, Sun, Liang, Qian, 2009). 

Table1 An example of 2-jobs 3-machines 

scheduling problem with processing times. 

(Ge HW, Sun , Liang, Qian, 2009) 

 

I. BAT ALGORITHM 

Bat algorithm was developed by Xin-She Yang in 

2010. The algorithm exploits the so-called echolocation 

of the bats. The bats use sonar echoes to detect and avoid 

obstacles. It is generally known that sound pulses are 

transformed into a frequency which reflects from 

obstacles. The bats navigate by using the time delay from 

emission to reflection. They typically emit short, loud 

sound impulses. 

 

 

II. BEE ALGORITHM 

The BCO was inspired by bees behavior in the 

nature. The basic idea behind the BCO is to create the 

multi agent system (colony of artificial bees) capable to 

successfully solve difficult combinatorial optimization 

problems. The Artificial Bee Colonies (ABC) is another 

novel optimization algorithm that comes under Swarm 

Intelligence. ABC algorithm is inspired by social 

behavior of natural bees. (Karaboga and Basturk, 2007). 

III. FIREFLY ALGORITHM 

Firefly algorithm is inspired by the social behavior of 

fireflies. Most of the fireflies produce short and rhythmic 

flashes and have different flashing behavior. Fireflies use 

these flashes for communication and attracting the potential 

prey. The swarm of fireflies will move to brighter and more 

attractive locations by the flashing light intensity that is 

associated with the objective function of problems considered, 

in order to obtain efficient optimal solutions. One major 

improvement is the firefly algorithm (FA) which was based 

on the flashing characteristics of tropical fireflies. The 

attraction behavior, light intensity coding, and distance 

dependence provides a surprising capability to enable firefly 

algorithm to handle nonlinear, multimodal optimization 

problems efficiently (Xin She Yang, 2008). 

 

IV. FLOWER POLLINATION ALGORITHM 

In nature, the main purpose of the flowers is reproduction via 

pollination. Flower pollination is related to the transfer of 

pollen, which is done by pollinators such as insects, birds, 

bats, other animals or wind. Some flower types have special 

pollinators for successful pollination. The four rules of 

pollination have been formulated based on the inspiration 

from flowering plants and they form the main updating 

equations of the flower pollination algorithm, the main actors 

of performing such transfer are birds, bats, insects, and other 

animals. There exist some flowers and insects that have made 

what we can call a flower-pollinator partnership. These 

flowers can only attract the birds that are involved in that 

partnership, and these insects are considered the main 

pollinators for these flowers (Glover, 2007). 

3. RELATED WORKS 

 Several works have been done in recent years to 

solve the Job Shop Problem. Xueni and Henry (Xueni Qiu and 

Henry Lau, 2012) proposed a new hybrid algorithm based on 

Particle Swarm Optimization (PSO) and Artificial Immune 

Systems (AIS) theories of clonal selection and immune 

network to solve the job shop scheduling problem, which is a 

classical combinational optimization problem. Experimental 

results demonstrated that the algorithm was competitive 

among other methods and optimal solutions were obtained 

within a reasonable computation time, especially for small 

size problems. However, there were occurrence of unexpected 

events and disturbances in the scheduling process.  

 Chaudry (Chaudry, 2012) presented a modified 

permutation chromosome representation for schedules with 

alternative machines for given operations. Although all the 

alternatives were included in the chromosome, the second and 

subsequent appearances of an operation in the chromosome 
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did not contribute to the overall calculation of the fitness 

value. However, all occurrences were included in the 

crossover and mutation operations, allowing for alternatives. 

This chromosome representation did not represent a 

customization of the Genetic Algorithm (GA) method to 

accommodate a particular problem. Instead, it was a 

generalization of the existing representation, which in turn 

became a reduced form of this generalized form. However, the 

second chromosome representation also produced the same 

results as the modified permutation representation. 

Beck and Wilson (2007) addressed job shop 

scheduling when the durations of the activities were 

independent random variables. A theoretical framework was 

created to formally define this problem and to prove the 

soundness of two algorithm components: Monte Carlo 

simulation to find upper bounds on the probabilistic makespan 

of a solution and a partial solution; and a carefully defined 

deterministic JSP whose optimal makespan was a lower 

bound on the probabilistic makespan of the corresponding 

probabilistic JSP. Then used these two components together 

with either constraint programming or Tabu search to define a 

number of algorithms to solve probabilistic JSPs, introduced 

three solution approaches: a branch-and-bound technique 

using Monte Carlo simulation to evaluate partial solutions; an 

iterative deterministic search using Monte Carlo simulation to 

evaluate the solutions from a series of increasingly less 

constrained problems based on a parameterizable lower 

bound; and a number of deterministic filtering algorithms 

which generate a sequence of solutions to a deterministic JSP, 

each of which was then simulated using Monte Carlo 

simulation. Empirical evaluation demonstrated that the 

branch-and-bound technique was only able to find 

approximately optimal solutions for very small problem 

instances. The iterative deterministic search performed as well 

as, or better than, the branch-and-bound approach for all 

problem sizes. However, for medium and large instances, the 

deterministic filtering techniques performed much more 

strongly while providing no optimality guarantees. 

The scheduling of jobs to machines is a very challenging 

problem with several constraints that have to be explored in 

different ways. The use of certain heuristics and exact 

methods have been used to solve JSP such as Tabu Search. 

Although Tabu Search has gained popularity in recent years in 

terms of space i.e. space complexity, however, it is hard to 

understand the concept of k-insertion and implementing the 

algorithms. Other problems such as premature convergence 

and getting stuck in local optima would be given proper 

attention. 

Therefore, Bat, Bee, Firefly and Flower Pollination 

algorithms were adapted and implemented for solving 

Job Shop Problem and to carry out performance 

evaluation of selected algorithms for solving Job Shop 

Problem.  

 

4. METHODOLOGY 

Finding a solution to the Job Shop Problem requires that 

we set up the Bat, Bee, Firefly and Flower pollination 

algorithms in a specialized way. The following parameters 

were used to carry out this project. 

 

BAT 

Bat algorithm was guided by the following parameters: 

i. population size: 100  

ii. loudness: 0.25 

iii. pulse rate: 0.1 

iv. search variable 

dimension: 50 

v. maximum iteration:100 

     BEE 

     Bee algorithm was guided by the following parameters: 

i. number of scout bees: 30 

ii. maximum iteration: 100 

     FIREFLY 

     Firefly algorithm was guided by the following parameters: 

i. maximum iteration: 100 

ii. number of fireflies: 100 

iii. attraction co-efficient: 0.2 

iv. mutation co-efficient: 0.2 

v. light coefficient: 1 

     FLOWER POLLINATION 

     Flower pollination algorithm was guided by the following 

parameters: 

i. switch probability: 0.8 

ii. population size: 100 

iii. maximum iteration: 100 

In this paper, the sequences for each job are stored 

in a symmetric matrix, as shown in the figure 2. Here in this 

paper are 6 jobs to be carried out on 6 machines.  

 

 

 

 

 

 

 

 

 

 

 Figure 2: Data for 6 jobs using 6 machines 

 

5. RESULTS AND DISCUSSION 

In other to check that the proposed algorithms give 

optimal result, each of the algorithms (Bat, Bee, Firefly 

and Flower Pollination) were applied to 6 numbers of 

jobs using 6 machines respectively, setting iteration limit 

to 100 for 5 successive runs.  
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After using Firefly algorithm on 6 jobs and 6 

machines for the first run, the best processing time = 55s 

as shown in Figure 3.1 and Figure 3.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After using Bee algorithm on 6 jobs and 6 machines 

for the first run, the best processing time = 55s as shown 

in Figure 3.3 and Figure 3.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

After using Bat algorithm on 6 jobs and 6 machines 

for the first run, the best processing time = 55s as shown in 

Figure 3.5 and Figure 3.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure3.1: Architecture Diagram showing fitness value 

using Firefly algorithm 

Figure3.2: Scheduling Result Showing Time 

Sequence using Firefly algorithm 

Figure3.4: Scheduling Result Showing Time 

Sequence using Bee algorithm 

 

Figure3.5: Architecture Diagram showing fitness value 

using Bat algorithm 

Figure3.6: Scheduling Result Showing Time 

Sequence using Bat algorithm 

 

 

Figure3.3: Architecture Diagram showing fitness value 

using Bee algorithm 
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After using Flower Pollination algorithm on 6 jobs and 6 

machines for the first run, the best processing time = 59s as 

shown in Figure 3.7 and Figure 3.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Comparisons of Algorithms Based on Processing  

Time 

 

 

Experimental 

Run 

FIREF BEE  BAT 

 

FLOWER 

POLLINA

TION  

Best 

Processi

ng 

Time(s) 

Best 

Processing 

Time(s) 

Best 

Processing 

Time(s) 

Best 

Processing 

Time(s) 

FIRST 55 55 55 59 

SECOND 57 57 55 55 

THIRD 55 55 58 55 

FOURTH 55 57 55 55 

FIFTH 57 55 55 55 

AVERAGE 55.8 55.8 55.6 55.8 

     

Based on the above comparison table for test data, Bat 

Algorithm yielded comparatively the best processing time of 

55.6 seconds when compared to other selected algorithms. 

Table 3:   Software Complexity Metrics for Each Algorithm 

 

Performance Metrics Result 

 The result of the software complexity metrics is 

given in Table 3: 

 

 

 

Metrics 

 

BAT 

 

BEE 

 

FIREFLY 

 

FLOWER 

P A 

Vocabulary(n) 82 89 102 148 

Lines of Code 

(LOC) 

63 89 92 91 

Cyclomatic 

Complexity(G) 

11 11 9 8 

Calculated 

Program 

Length (Nh) 

480.3865 540.9707 640.1314 1018.0621 

Maintainability 

Index (M.I) 

78.4369 72.4140 71.6290 70.0986 

Figure3.7: Architecture Diagram showing fitness value 

using Flower Pollination algorithm 

Figure3.8: Scheduling Result Showing Time 

Sequence using Flower Pollination algorithm 
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From the above table, Bat algorithm had the best 

Vocabulary(n) with a unit of 82 and the best Calculated 

Program Length (Nh) with a unit of 480.3865. However, 

Flower Pollination algorithm had a Cyclomatic Complexity of 

8, Maintainability Index of 70.0986. It can be stated that Bat 

and Flower Pollination algorithms performed well in terms of 

software complexity, however Bat algorithm had lesser lines 

of code compare to Flower Pollination algorithm. 

Conclusion 

In this paper, Bat, Bee, Firefly and Flower Pollination 

algorithms were adapted and implemented for solving Job 

Shop Problem. The experimental result obtained on standard 

JSP showed that Bat Algorithm (BA) provides better results 

than Bee, Firefly, Flower Pollination Algorithms in most of 

the instances. Future works can be tailored towards 

hybridization of two algorithms to solve Job Shop Problem 

and observe whether there is any improvement to the results 

presented to this work. 
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Abstract: Security is one of the most important issues for any individual or organization, and as technology has advanced, numerous 

techniques to protecting lives and property have been deployed through door access control systems. The typical method of unlocking 

a door is to open it with a real key or by twisting the door knob. Physical keys that are used to open doors are subject to duplication 

and can be misplaced. Furthermore, typical biometric technologies and other technologies are vulnerable to a variety of failures, such 

as a person's finger being cut off to produce a fingerprint scan, a pin being hacked using various methods or permutations, and a 

person's photo being used for facial recognition. Furthermore, it is more difficult for people with physical disabilities to unlock a door 

system without the assistance or support of others. For example, it is difficult for a person in a wheelchair to open a door system 

without the assistance or support of another person. As a result, a speech recognition access control system that can accommodate both 

able-bodied and impaired people is unavoidable. This paper demonstrates how voice recognition may be used to access door systems 

by creating a door access control system that employs speech recognition to simplify the work of providing access to door systems via 

a mobile phone connected via Bluetooth. The system's performance is perfectly in line with its design. 

Keywords-Door; Voice Recognition; Bluetooth; Arduino;  Microcontroller. 

 

1. INTRODUCTION 

Voice recognition is just one of several biometrics 

applications that can be used in access control systems. Voice 

recognition (32%) is the most popular biometric measure, 

followed by fingerprints (27%), facial scan (20%), hand 

geometry (12%), and iris scan (12%), according to a Unisys 

poll (10 percent ). Consumers prefer speech recognition 

biometric systems, according to this survey. By reading in the 

unlock phrase or password, voice recognition would be 

utilized to unlock many sorts of doors such as office doors, 

garage doors, and gates. The speech recognition system must 

first go through a training phase in order to understand and 

learn different voices from different people, and then go 

through a testing step to confirm that the system recognizes 

voices correctly. Different people would read in phrases to 

open a door system in this arrangement. 

The voice is analyzed by the system, which extracts 

various features and intents from it. These qualities are 

recorded in a database so that the next time the system hears 

that voice, the properties in the database are matched and 

appropriate feedback is supplied. (2017, Cho et al.) 

Security is one of the most important issues for any 

individual or organization, and as technology has advanced, 

numerous techniques to protecting lives and property have 

been deployed through door access control systems. The 

typical method of unlocking a door is to open it with a real 

key or by twisting the door knob. Physical keys that are used 

to open doors are subject to duplication and can be misplaced. 

Furthermore, typical biometric technologies and other 

technologies are vulnerable to a variety of failures, such as a 

person's finger being cut off to produce a fingerprint scan, a 

pin being hacked using various methods or permutations, and 

a person's photo being used for facial recognition. 

Furthermore, it is more difficult for people with physical 

disabilities to unlock a door system without the assistance or 

support of others. For example, it is difficult for a person in a 

wheelchair to open a door system without the assistance or 

support of another person. Hence, the need for a voice 

recognition access control system that can serve both abled-

bodied and disabled individuals is inevitable.  
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The purpose of this study is to break the limitations 

of conventional door access control systems in ensuring safety 

of lives and properties. One limitation includes the inability of 

the current system to provide the best security due to different 

hacks on the system such as key duplication. It is also 

believed that it would serve as a stepping stone to the 

development of better voice recognition systems that would 

be aimed at providing better security and making life easier. 

 

2.    THEORECTICAL BACKGROUND 
A system that restricts access to a location or 

resource selectively is known as an access control system. A 

door can be used as a physical means of preventing entry to 

specific people who do not have the appropriate access 

credentials, such as a key, keycard, fingerprint, voice 

password, RFID card, security token, or coin. In the remains 

of Nineveh, ancient Assyria's capital, the earliest known key 

and lock devices were uncovered. Since then, technology has 

progressed with the arrival of computers, which provide 

access control through the use of computer programs and 

software. One of the newest forms of access control is voice 

recognition, which entails decoding human speech and 

identifying the speaker. 

There are two types of recognition: speaker 

recognition and speech recognition. Speaker recognition is the 

process of recognizing a person based on the features or 

characteristics of their speech. Speech recognition is the 

process of recognizing what the speaker has spoken. The act 

of confirming a speaker's identity in a system is known as 

speaker authentication. Enrollment (training phase) and 

verification are the two phases of a speech recognition system 

(testing phase). The speaker's voice is recorded as input 

signals, then features or qualities are extracted to create a 

template or model during the enrolment phase. A sample 

speech utterance is compared to models already stored in the 

system in the verification step to determine the best match (es) 

(De Vries et al, 1992). 

 3. REVIEW OF RELATED WORK  

Both the industry and academics are making 

remarkable advancements in voice recognition systems. The 

structural and functional designs of speech recognition door 

access control systems have evolved over time, and research 

is ongoing to develop voice recognition algorithms that are 

flexible and capable of accurately detecting the voices of 

various individuals. Some major advancements in speech 

recognition door access control systems include: 

Intelligent Voice-Based Door Access Control 

System using Adaptive-Network-Based Fuzzy Inference 

Systems (ANFIS) for Building Security. Wahyudi et al 

(2007). This study looked at how a number of technologies, 

such as PIN pads, keys (both traditional and electronic), 

identity cards, cryptography and dual control processes, are 

used to protect secure facilities from illegal access. Speaker 

verification, or the capacity to authenticate a speaker's 

identification by analyzing speech, is an appealing and 

generally inconspicuous method of providing security for 

access into a sensitive or secure location. The research paper 

went on to say that a person's voice cannot be accurately 

stolen, lost, forgotten, guessed, or impersonated. The study 

presented the design and development of a voice-based door 

access control system for building security because of these 

benefits. 

Real Time Recognition based Building Automation 

System. G. Muthuselvi et al (2014). This research examined 

 how technology was used in houses to respond to the 

demands and instructions of the occupants in order to improve 

daily life at home. The embedded system was designed to 

detect and understand human voice instructions, which were 

then utilized to toggle various workloads. A speech 

recognition system, as well as an 8051 microcontroller kit and 

relays, were used to create the design. The results of the 

processing were then presented on a Liquid Crystal Display 

(LCD), which was primarily used to show system states. 

Door Automation System using Bluetooth-Based 

Android for Mobile Phone. L. Kamelia et al. (2014). This 

study examined at how Bluetooth on an Android phone was 

utilized to automate the process of opening a door. Home 

controllers that are connected to a Windows-based PC are the 

most popular. This research used Bluetooth, a component of 

smart home technology, on a mobile device to make the 

procedure easier and more efficient. The hardware for the 

door-lock system consists of an android smart phone acting as 

the task master, a Bluetooth module acting as the command 

agent, an Arduino microcontroller acting as the controller 

center / data processing center, and a solenoid acting as the 

door lock output. 

Agbo David O et al., (2017) Designed and 

implemented a door locking system using  

android app. The application was created with the help of an 

Android app that produces a password that is recognized by 

Bluetooth to control the opening and closing of a door that is 

located a long distance away from the user. The Bluetooth 

module put on the door receives commands from Android 

phones and sends them to the microcontroller, which controls 

the door's opening and closing. The hardware was created on 

experimental boards after the design was modelled in the 

Proteus integrated development environment. The system's 

performance is perfectly in line with its design. The method 

can be utilized in a variety of situations when access to a 

container must be restricted. 

Kamoru et al., (2018) designed motion detector 

alarm and security system. The model was developed utilizing 

an embedded microcontroller system capable of detecting 

intruder movements in a restricted area and then triggering an 

alarm system, motion detector system. However, a passive 

infrared sensor was used to identify the person's mobility 

based on their body heat. The passive infrared (PIR) sensor, 

which was utilized as an alternative detector in this project, 

was connected to a microcontroller, which activated the alarm 
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system and any other output devices linked to warn the house 

owner. Given the amount of time and resources saved, the 

project's future development was excellent. This system can 

be used as a model for larger projects that include audio-

visual cameras and send the collected image to an email in 

real time. 

Zaid A. Mundher et al., (2019) build a Real-Time 

Home Security Alarm System Using a Kinect Sensor. Using 

the Kinect sensor and the Kinect SDK, this project aimed to 

build and execute a low-cost, smart, and small real-time 

monitoring home security system. The results reveal that 

using the Kinect device to develop the proposed system is 

both efficient and computationally simple.  

However, in view of the different design done by 

previous researchers, they can be improved upon by 

incorporating the use of voice recognition through mobile 

phone application to access door control through Bluetooth 

connection, this will provide better and faster access. 

4. METHODOLOGY 
  

4.1 Principle of Operation 

 This microcontroller-based door access control 

system uses Google's open-source speech-to-text on the 

android application through the mobile phone to operate a 

door using voice input. The android application and the 

android mobile phone are connected via a wireless link using 

an HC-05 Bluetooth module. Serial communication is used to 

communicate between the microcontroller and other system 

components. 

The android application connected through the 

Bluetooth module sends commands to the microcontroller 

(ATMEGA328P). It then makes a decision based on the 

command it has received. The device has been developed to 

work with a speech to text software, which will use the 

microcontroller to send an electrical signal to the door latch. 

The activity of the door latch is determined by the input 

command from the speech to text app on the Android mobile 

app: OPEN voice input will activate the door to open, and 

CLOSE voice input will activate the door to close, as 

programmed into the Bluetooth module. 

LEDs are also used as visual feedback; the red LED 

indicates data exchange between the android and the 

Bluetooth module, while the yellow LED indicates the status 

of the door. A buzzer was utilized as a AUDIO feed back, 

producing a buzzing sound when the door was open or closed. 

 

4.2  Materials Used for the Project 

 The following are the list of the materials used in 

this project; 

1. Bluetooth module 

2. Door latch 

3. wire 

4. Wood work 

5. Buzzer 

6. Microcontroller 

7. Led 

8. Mobile phone 

    

 

 

4.3  Bluetooth Stage 

The HC-05 Bluetooth module used in this project is 

a simple to use Bluetooth SPP (serial port protocol) module 

that allows for seamless wireless serial connection setup. In 

this project, the HC-05 Bluetooth module functions as a 

wireless bridge between the microcontroller and the mobile 

phone app, allowing serial communication between the two. 

4.4 The Microcontroller Specifications 

Various factors are considered in the choice of 

microcontroller to use for a particular purpose. These include:  

1. The number of digital inputs, analogue inputs the 

system concerned requires; a factor which helps to 

determine the minimum number of inputs and 

outputs (I/O) that the chosen microcontroller must 

have and the extent of need of an internal 

analogue to digital converter module.  

2. The size of program memory storage required  

3. The magnitude of clock frequency; a factor which 

determines the execution rate of tasks by the 

microcontroller  

4. The number of interrupts and timer circuits 

required.  

In a project of this kind where the number of task that 

can be handled is largely dependent on the amount of memory 

available, a microcontroller with a large memory sufficient 

input/output ports and analogue/digital channels such as the 

ATMega328P is quite acceptable for use. The choice as to 

which pin will be used in a particular application is controlled 

by programming the various special functions registers. 

Figure 1 presented the  block diagram of voice recognition for 

door access  control while Figure 2 showed the circuit 

diagram for the voice recognition for door access control 

using mobile phone through Bluetooth connection. 
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Figure 1: block diagram of voice recognition for door access  

control 

 

  Figure 2: circuit diagram for the voice recognition for door 

access control using mobile phone through Bluetooth 

connection. 

5. IMPLEMENTATION, TESTING 

AND RESULT  
 Construction 

The physical realization of the project is very vital. 

Here the paper work is transformed into a finished hardware. 

After carrying out all the paper design and analysis, the 

project was implemented, constructed and tested to ensure its 

working ability. The construction of this project was done in 

three different stages. 

1. The implementation of the whole project on a 

solder-less experiment board. 

2. The soldering of the circuits on printed circuit 

boards. 

3. The coupling of the entire project to the casing.  

Figure 3 displayed the PCB artwork for the design of the 

android based voice controlled door. 

Implementation 

The implementation of this project was done on the 

breadboard. The power supply was first derived from a bench 

power supply in the school electronics lab. To confirm the 

workability of the circuits before the power supply stage was 

soldered. The implementation of the project on bread board 

was successful and it met the desired design aims with each 

stage performing as designed. 

Soldering 

The various circuits and stages of this project were 

soldered in tandem to meet desired workability of the project. 

The microcontroller stage was first soldered before the led 

indicator stages were done. The soldering of the project was 

done on a printed circuit board.  

 

                   

 

      Figure 3:  PCB artwork for the design of the android based 

voice controlled door. 

 Casing and boxing. 

The third phase of the project construction is the 

casing of the project. This project was coupled and fixed to a 

model door for ease of demonstration. 

Testing 

Stage by stage testing was done according to the 

block representation on the breadboard, before soldering of 

circuit commenced on printed circuit board.  

The process of testing and implementation involved the use of 

some test and measuring equipments stated below. 

1. Bench Power Supply: This was used to supply 

voltage (5VDC) to the various stages of the circuit 

during the breadboard test before the power supply 

in the project was soldered. Also during the 

soldering of the project the power supply was still 

used to test various stages before they were finally 

soldered.  

2. Oscilloscope: The oscilloscope was used to observe 

both the trigger and the echo signal waveforms and 

to ensure that all waveforms were correct and their 

frequencies accurate. The waveform of the 

oscillation of the crystal oscillator used was monitor 

to ensure proper oscillation at 16MHz. 

3. Digital Multi-meter: The digital multi-meter 

basically measures voltage, resistance, continuity, 

current, frequency, temperature and transistor . 

The process of implementation of the design on the 

board required the measurement of parameters like, 

voltage, continuity, current and resistance values of 

the components and in some cases frequency 

measurement. The digital multimeter was used to 

check the output of the voltage regulators used in 

this project. 
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Results 

 The result from the research work was presented 

as displayed in Figure 4, 5, 6, 7, 8, 9 and 10. 

 

 

 

        

 

                              Figure 4:  front view of the prototype  

 

                                    Figure 5: upward view  

                              

                                  Figure 6: Side view of the prototype 

 

 

          Figure 7: side of view of the prototype when opened 
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Figure 8: Shows interface of the Android application 

 

                        

                    

Figure 9: Shows when the voice input is OPEN 

 

 

 

                             

 

           Figure 10: Show when the voice input is CLOSE  

 

      Problems Encountered 

Like every research and practical engineering work, 

diverse kinds of problems are often encountered. The 

problems encountered in this project and how they were 

solved and maneuvered are listed below. 

1. At the implementation stage of this project, the 

communication between the controller and the 

mobile used in this project was found failing. The 

problem was traced to both items not operating at 

the same frequency as designed. The oscillator was 

changed.  

2. Network variation might cause delay in the delivery 

of the text message. However, the time delay was 

adjusted to balance the irregularities in the delivery 

of the message by network providers. 
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6. CONCLUSION AND 

RECOMMENDATIONS 
   

             The project which is the design and construction of 

the android based voice controlled door was designed 

considering some factors such as economic application, 

design economy, availability of components and research 

materials, efficiency, compatibility and portability and also 

durability. The performance of the project after test met 

design specifications. However, the general operation of the 

project and performance is dependent on the user who is 

prone to human error such as entering wrong voice input. 

 Also the operation is dependent on how well the 

soldering is done, and the positioning of the components on 

the printed circuit board. If poor soldering lead is used the 

circuit might form dry joint early and in that case the project 

might fail. Also if logic elements are soldered near 

components that radiate heat, overheating might occur and 

affect the performance of the entire system. Other factors that 

might affect performance include transportation, packaging, 

ventilation, quality of components, handling and usage. 

 The construction was done in such a way that it 

makes maintenance and repairs an easy task and affordable for 

the user should there be any system breakdown.  The project 

really gave a good exposure to digital and practical electronics 

generally which is one of the major challenges in this field 

now and in future. The design of the android based voice 

controlled door involved research in both digital and 

microelectronics. The project was quite challenging and 

tedious but eventually was a success. However, like every 

aspect of engineering there is still a room for improvement 

and further research on the project as suggested in the 

recommendations written out in the section that follows in the 

paragraph below 

Recommendations. 

For the purpose of the future research, the project 

work can be improved upon. The following areas were 

highlighted for this purpose. 

1. The whole circuitry can be reduced by making use 

of integrated circuit with higher scale of integration. 

2. A higher scale integrated circuit can be used so that 

other means of authentication could be used to cut 

across to the less privileged in the society (e. g. 

visually impaired individual).  

3. Moreover, it is recommended that students should 

be enlightened on new areas of technology that are 

yet to be addressed in order to bring solution to the 

various problems faced by man in his day to day 

activities.  

4.  A lot of work has been put into place to ensure that 

the voice recognition system is able to recognize the 

owner's voice and grant access to the owner. There 

is still a lot of work that needs to be done to ensure 

that the voice recognition system is able to perform 

well and optimally. Some key areas that should be 

considered when making improvements on the 

voice recognition system include: 

          i. Native language: Major Nigerian native languages 

such as Igbo, Yoruba, and Hausa                currently do not 

have speech to text engine. The ability of the voice 

recognition to recognize the native language of the user can be 

worked and improved upon by training speech models of 

those language. 

         ii. Security: The exchange of data between the various 

components of the hardware and   the software should be 

encrypted to ensure that the system cannot be hacked and data 

integrity is maintained. The recommendation is further that a 

custom encryption algorithm should be implemented.  
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Abstract: The effect of process parameters on micro-EDM namely current (I), voltage (V) and  pulse on time (TON) were studied 

based on Tool Overcut (OC). The effect of Fe2O3 nano-powder mixed dielectric on the overcut for AL6061 alloy was studied using a 

Die Sinking (EDM) Machine. Effect of the process parameters was examined by 2-Level Factorial Design using Design of Experiment 

(DOE) software, whereas the level of importance was statistically evaluated using ANOVA. The results indicate discharge current and 

pulse on time significantly influenced the EDM process compared to voltage. It was also concluded that the use of Fe2O3 nano-powder 

mixed micro-EDM decreased the overcut values. 
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1. INTRODUCTION 
Electrical discharge machining (EDM) has become the 

workhorse of the tool making industry due to the precise 

machining of the workpiece that conducts electricity. It plays 

a major role in machining of dies, tools and other products 

manufactured from difficult-to-machine materials [1]. In 

principle, the material erosion mechanism employed in EDM is 

largely based on the conversion of electrical energy to thermal 

energy. This is accomplished by the release of discrete electric 

charges between the electrode (tool) and the workpiece 

immersed in a dielectric fluid [2]. The repetitive spark 

discharge generates considerably high temperatures in the 

spark zone which melts and vaporizes the workpiece material 

during EDM [3]. However, in Micro-EDM (scaled-down 

version of EDM), the range of process parameters is lowered 

to ensure spark discharge in a micro-joule range. This 

reportedly improves the machining of hard-to-machine 

materials in micro domain (chip or debris size in 

microns)[4].The technique has a number of unique advantages 

such as exerting a small force between the work piece and tool 

electrode essential for fabricating hard-to-cut materials [5]. 

Despite its unique advantages, Micro-EDM has some 

drawbacks one of which is overcut. The overcut is the 

clearance per side between the electrode and workpiece. It is 

also defined as the difference between the magnitude of the 

electrode and the cavity created during machining. As a result, 

it is essential to minimize overcut to ensure the dimensional 

accuracy of finished products [6]. In order to improve the 

performance output of EDM, like the low material removal 

rate (MRR) and relatively poor surface finish, a modified 

process using suspended powder particles in dielectrics has 

been developed. The addition of the powder improves MRR 

and reduces the tool wear rate (TWR), however, it may result 

in increased overcut size. The powder addition process in 

conventional EDM is called powder mixed EDM (PMEDM) 

[7, 8]. Numerous studies has been carried out to improve the 

performance of EDM. The parameters typically examined 

include; MRR, TWR, EWR, EW, SR, SF, taper and very few 

for overcut, dimensional precision, surface quality, RCL, HAZ, 

depth of the micro cracks and HV [9]. Pradhan [10]; 

investigated the effect of material removal rate (MRR), tool 

wear rate (TWR) and overcut(OC) with AISI D2 tool steel on 

EDM performance. The weights of the responses were 

analyzed by GRA, PCA and response surface methodology 

(RSM). Similarly, Belgassim et al.,[11]; examined and 

optimized EDM parameters using L9 orthogonal array based 

on the Taguchi method and Analysis of Variance (ANOVA). 

The EDM parameters investigated included; pulse current 

(Ip), pulse on time (Ton), pulse off time (Toff), and gap voltage 

(Vg). In addition, machining responses based on surface 

roughness, machined surface and overcut were examined. 

Consequently, the optimum surface finish of the EDM surface 

was deduced from the input parameters investigated in the 

study. Kumar et al.,[12]  investigated overcut using reverse 

polarity and powder metallurgy tool electrodes based on the 

Taguchi method. The results demonstrated that overcut and 

pulse-on time are maximized by applying minimal current. 

Likewise, the findings demonstrated that overcut can be 

improved at average values of duty cycle and gap voltage. 

The review of literature demonstrates that there is limited 

research on the size of overcut during PMEDM. Therefore, 

the objective of this work is to investigate the effect of process 

parameters namely; current (C), Voltage (V),Pulse ON-time 

and nano-powder mixed dielectric on the size of overcut (OC) 

during the process of PMEDM. 

2. EXPERINMETAL PLAN AND 

PROCEDURES 
The experiments in the  current research were performed by an 

AG40L Sinker EDM (Fig.2), and the material of workpiece 

samples was Al6061 alloy. The samples were cut into slides 

with dimensions of 50mm x 90mm x 1mm, and the electrode 

was copper with 6mm length and 500µm diameter. The dielectric 

fluid was mixed with 4g/l percentage of Fe2O3 nano-powder. The 
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PMEDM experiments were carried out in the working tank 

with dimensions; 46cm × 35cm × 24cm fabricated from 

1.5mm thick stainless steel sheets as illustrated in figure 2. 

During each test, a stirrer was employed to maintain the 

homogeneity of the Fe2O3 nano-powder suspension in the 

tank. The selected input variables of the study were; current, voltage, 

and pulse-on time. 

 
Figure 1. AG40L Sodick electrical discharge machine 

 
Figure 2. Working tank 

 

The Design of Experiment (DoE) was carried out using 2 Level 

Factorial Design comprising 8 points (23), and 3 center points as 

presented in table 1.Consequently, a total of 11 experimental runs 

were conducted as outlined in table 2. 

Table 1. Selected Machining Process Parameters 

 

The overcut (OC) was calculated for all experimental runs 

according to Eq. 1; 

OC = DW/2                                (1) 

Where the terms DW= D1 – D; and D1 represents the diameter 

of the entry hole and D – the diameter of the electrode (tool). 

Table 2. Design of Experimental and Responses 

 Level parameters Results 

 

 

no 
current voltage 

Pulse-

ON 

time 

(OC1) 

Free 

powder 

(OC2) 

Fe2O3 

4g/l 

Amp v s mm mm 

1 4 4 10 17.78 1.04 

2 6 4 10 119.61 9.32 

3 4 15 10 23.74 2.98 

4 6 15 10 157.87 15.26 

5 4 4 120 40.29 4.56 

6 6 4 120 119.45 7.24 

7 4 15 120 46.63 9.75 

8 6 15 120 125.61 14.27 

9 5 4.5 65 38.39 6.71 

10 5 4.5 65 94.18 7.24 

11 5 4.5 65 99.22 9.97 

 

3. RESULTS AND DISCUSSIONS 

3.1 Effect of Process Parameters on OC 
Figures 3- 4 presents the variation of overcut of micro-holes 

produced by various process parameters during machining. 

The main effect plots of OC1 and OC2 demonstrate the 

overcut of the micro-holes increase sharply with peak current. 

The minimum overcut was obtained at the corresponding 

discharge current of 4 A. In addition, it was observed that the 

peak current increased with increase in discharge energy 

density resulting in breakdown of debris into smaller particles. 

As a result, the smaller sized debris particles obtained easily 

seeped through the narrow passage between the micro-tool 

and wall of the micro-hole. This phenomena decreases the 

chances of a second spark and mechanical scratching of the 

internal walls of micro-hole resulting in lower overcut (OC) 

[13].  At higher peak current settings of 6A, the overcut was 

observably high. This is attributed to the ejection of large 

sized of debris from the micro-hole at high discharge energy. 

This may also be ascribed to the occurrence of the secondary 

sparking phenomenon and materials entering the side hole 

wall [13, 14]. The results also demonstrated that pulse-on time 

significantly influenced OC2. When the values of pulse on 

time increase the overcut values increase. However, the effect 

of voltage on OC1, was not significant, while it has a 

significant effect on OC2. The OC2 had a small value when 

voltage was 4v. 

 
Figure. 3 Variation of OC1 with process parameters 

 

Symbol 
Input 

Factors 
Unit 

level 

Low High 

A Current A 4 6 

B Voltage V 4 15 

C Pulse On µs 10 120 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure. 4 From (a-d) variation of OC2 with process parameters 

 

3.2 ANOVA Analysis and Optimal 

Conditions 
The accuracy and relative significance of the process 

responses OC1 and OC2 were examined by Analysis of 

Variance (ANOVA). Tables 3 – 4 present ANOVA test results 

for the defined responses. From the ANOVA tables, it can be 

concluded that peak current had a significant contribution to 

OC1 and OC2. However, the pulse on time and voltage had a 

significant effect on only OC2.  

 

Table 3. Analysis of Variance (ANOVA) test for (OC1) 

Source SS DF 
Mean 

Sq 

F-

value 

P-

value 

A(current) 19414.35 1 19414.35 45 0.0002 

Curvature 36.84 1 36.84 0.077 0.7889 

Residual 3846.2 8 480.78 -- -- 

Lack of fit 1566.8 6 261.13 0.23 0.9324 

Total 23297.4 10 
   

R2 = 83.33%      R2 adjusted = 81.48%       R2-predicted = 77.01% 

 

Table 4.  Analysis of Variance (ANOVA) test for (OC2) 

Source SS DF 
Mean 

Sq 
F-value 

P-

value 

A(current) 96.33 1 96.33 36.16 0.0018 

B(voltage) 50.50 1 50.50 18.96 0.0073 

C(pulse 

on) 
6.52 1 6.52 2.45 0.1786 

AC 22.31 1 22.31 8.37 0.034 

Curvature 0.014 1 0.014 0.000513 0.9457 

Residual 13.32 5 2.66   

Lack of fit 7.2 3 2.4 0.78 0.6026 

Total 188.99 10 
   

R2 = 92.94%        R2adjusted = 88.24%      R2-predicted = 73.30% 

 

3.3 Effect of Fe2O3 nano-powder on 

Overcut 
Figure 5 shows the effect of Fe2O3 powder concentration on 

the magnitude of overcut. The results clearly indicate the size 

of the overcut decrease with increasing powder concentration. 

 

Figure. 5 Comparison between Overcut values 

 

4. CONCLUSION 
In the present study, attempts were made to machine micro-

holes on Al6061alloy with lower overcut (OC) using EDM 

and Fe2O3 nano-powder mixed dielectric at different 

concentrations. The following conclusions were made; 

 The ANOVA analysis for OC1 and OC2 responses 

indicated current, voltage and pulse on time were 



International Journal of Science and Engineering Applications 

Volume 10-Issue 09, 140 - 143, 2021, ISSN:- 2319 - 7560 

www.ijsea.com  143 

significant factors. The lowest OC was obtained at 

4A (current), 4V (voltage) and 10µs (pulse-on time).  

 The overcut (OC) decreased when Fe2O3 nano-

powder was added to dielectric liquid. 

 Lower overcut (OC) was observed at Fe2O3 nano-

powder concentration of 4g/l. 
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Abstract: Massive amounts of business process event logs are collected and stored by modern information systems. Model discovery 

aims to discover a process model from such event logs, however, most of the existing approaches still suffer from low efficiency when 

facing large-scale event logs. Event log sampling techniques provide an effective scheme to improve the efficiency of process discovery, 

but the existing techniques still cannot guarantee the quality of model mining. Therefore, a sampling approach based on set coverage 

algorithm named set coverage sampling approach is proposed. The proposed sampling approach has been implemented in the 

open-source process mining toolkit ProM. Furthermore, experiments using a real event log data set from conformance checking and 

time performance analysis show that the proposed event log sampling approach can greatly improve the efficiency of log sampling on 

the premise of ensuring the quality of model mining. 

 

Keywords: event logs; log sampling; quality measure; set coverage; conformance checking  

 

1. INTRODUCTION 
Process mining[1-3] is a novel discipline that connects data 

science and business process management. It aims to extract 

effective information about business processes from event logs 

and discover, monitor and improve real business processes[4]. 

Process mining also includes sub-areas such as process 

prediction [5]-[6] and business process automation [7]. Process 

discovery is one of the most challenging process mining tasks, 

which allows the discovery of process models from event logs 

without any prior information. In recent years, it has received 

extensive attention. Over the past two decades, domestic and 

foreign researchers have proposed various process discovery 

methods, for example, Alpha Miner[8], Heuristics Miner[9], 

Heuristics Miner[10], Tsinghua Alpha [11], Split Miner[12], etc. 

But most discovery methods are no longer suitable for using a 

single machine to process an entire large data set. With 

distributed platforms such as the well-known MapReduce 

framework [13]-[14], the process can be very time consuming, 

so a new approach is urgently needed to address these issues. 

The event log sampling approach provides a feasible solution to 

the above problem. It takes the original event log as input and 

returns a sample log. At present, many event log sampling 

approaches have been proposed, such as an event log sampling 

approach based on graph sorting algorithm named 

LogRank[15]-[16] and an event log sampling approach based on 

trajectory similarity named LogRank+[17]. However, their 

performance still cannot meet the needs of practical application, 

for example, the quality of the model is still not ideal, 

meanwhile, with the increase of the original log size, the 

difference between the sum of the original log sampling time 

and the sample log mining time and the original log mining time 

becomes more and more obvious. 

Inspired by the traditional set coverage and other related ideas, 

we propose set coverage sampling approach. Compared with the 

existing sampling methods, the set coverage sampling approach 

proposed in this paper can obtain simpler and higher quality 

process models. In addition, in order to verify the feasibility and 

efficiency of the four sampling approaches of event logs, related 

experiments are done from the aspect of conformance checking 

and time performance analysis. The quality of sample logs 

compared with the original logs can be obtained by the 

experimental results. 

The remainder of this paper is organized as follows. Section 2 

discusses the related work. Section 3 introduces set coverage 

sampling approach. Section 4 describes the tool implementation. 

Section 5 describes the data set used in the experiments, 

introduces the experiments and shows the results of the 

evaluation. Finally, Section 6 draws conclusions and points our 

future research scope.  

2. PRELIMINARIES 
Let S be a set. We use | S | to denote the number of elements in set 

S. B (S) is the set of all multisets over set S. f ∈  X → Y is a 

function, i.e., dom( f ) is the domain and rng( f ) = { f (x ) | x ∈  

dom( f )} is the range. 

Definition 1 (Event, Trace, Event Log). Let A be a set of 

activities. A trace σ ∈  A* is a sequence of activities (also referred 

to as events). For 1 ≤ i ≤ |σ|, σ(i) represents the ith event of σ. L ∈  

B(A*) is an event log.  

An event log records the execution of a potential business process 

whose business process model is the task target of process mining, 

so it does not appear explicitly in the definition of the event log. 

The execution of a business process instance is represented by the 

corresponding traces. The events in the trace are recorded in the 

event log. 

Definition 2 (Process Discovery). Let UM be the set of all 

process models, a process discovery method is a function  
mapped from an event log L∈B(A*) to a process model pm ∈UM, 

i.e., (L)= PM. In general, the process discovery method can 

transform the event log into a process model represented by 

marked Petri nets, BPMN, EPC, etc. Regardless of the 

representation used by the process model, each trace in the input 

event log corresponds to a possible execution sequence in the 

discovered process model. 

Definition 3 (Directly Follows Relation). Let a and b ∈A be two 

activities and σ =σ1, .., σn is a trace in the event log. A directly 

follows relation from a to b exists in trace σ, if there is i ∈  {1, .., 
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n−1} such that σi = a and σi+1 = b and we denote it by a >σ b. For 

example, in σ = a, b, c, e, g, we have c >σ e, but d ≯σ a. 

Definition 4 (Start point set). The start event of each trace in the 

event log constitutes the start point set. 

Definition 5 (End point set). The end event of each trace in the 

event log constitutes the end point set. 

3. SAMPLING APPROACH 
In theory, we can choose an arbitrary subset of the trace from the 

event log as its sample log, while the real challenge is to find 

sample logs that are representative enough so that a reliable 

process model can be found compared to the original event log. 

In response to this challenge, this paper propose a sampling 

approach based on set coverage algorithm named set coverage 

sampling approach. This sampling approach can get the sample 

log that is a representative subset of the original log. It can 

reduce the computational cost. At the same time, compared with 

the existing event log sampling approaches, set coverage 

sampling approach can not only ensure the quality of the process 

model mined from the sample logs, but also greatly shorten the 

sampling time and mining time and improve the efficiency of 

process discovery. 

The set coverage sampling approach is mainly based on the 

greedy algorithm to solve the set coverage problem, so the idea 

of the Set coverage sampling approach is as follows: Input the 

original event log in the platform, firstly, the directly follows 

relation of all traces in event log are traversed. If the trace’s 

directly follows relation has the biggest intersection with the 

log’s directly follows relation, meanwhile this intersection is not 

empty, or the trace’s start point has an intersection with the 

log’s start point set, or the trace’s end point has an intersection 

with the log’s end point set, then put this trace into the sample 

log. Finally, delete the following three parts: (1) The 

intersection of the log's directly follows relation set and the 

trace’s directly follows relation set in the trace’s directly follows 

relation set; (2)The intersection of the start point set and the 

trace’s start point; (3) The intersection of the end point set and 

the trace’s end point. Trace traversal is stopped until the log’s 

directly follows relation set, start point set and end point set are 

all empty. In the end, the platform outputs a sample log.  

4. TOOL IMPLEMENTATION  
In this experiment, we use a laptop with a 2.70 GHz CPU, 

Windows 10 Professional, Java SE 1.8.0_281 (64-bit) , Python 

3.7.6 (64-bit) and allocate 12 GB of RAM. In addition, the 

drawing software Origin 2021 Pro version is used to show the 

experimental results. 

The open source process mining tool platform ProM provides a 

fully pluggable experimental environment for process mining. It 

can be extended by adding plugins and currently contains more 

than 1600 plugins. The tool and all plugins are open source. Set 

coverage sampling approach proposed in this paper has been 

implemented in ProM platform as plugin, which called Business 

Process Event Log Sampling Plugin. The snapshot of this tool is 

shown in Figures 1. It takes an original event log as input and 

outputs a sample log when the sampling approach is selected. 

Name of plugin Sample log
Original log

Description of plugin

 

Figure. 1  The instance of ProM plugin 

In the conformance checking experiment to verify the 

effectiveness of the set coverage sampling approach, the plugin 

called Replay a Log on Petri Net for Conformance Analysis 

implemented in ProM as shown in Figure 2 is used. It takes 

original event log and the process model mining from the sample 

log as input.   

Fitness plugin

 

Figure. 2  Plugin for fitness index 

5. EXPERIMENTAL EVALUATION  

5.1 Experimental data sets 
In this experiment, a real event log data set is used to evaluate the 

proposed set coverage sampling approach. Table 1 details some 

major statistics of this event log, including the trace number, 

event number and activity number and so on. 

Table 1. Major statistics of event logs 

Event log 
Trace 

number 

Variant 

number 

Event 

number 

Activity 

number 

Trace length 

Minimum 

value 

Average 

value 

Maximum 

value 

BPIC_2012_A 13087 32 146044 20 6 11 20 

·BPIC_2012_A data set: This data set is a real-life log, taken 

from a Dutch Financial Institute. Apart from some 

anonymization, the log contains all data as it came from the 

financial institute. The process represented in the event log is 

an application process for a personal loan or overdraft within a 

global financing organization. The amount requested by the 

customer is indicated in the case attribute AMOUNT_REQ, 

which is global, i.e. every case contains this attribute. The 

event log is a merger of three intertwined sub processes. The 

first letter of each task name identifies from which sub process 

(source) it originated from. Feel free to run analyses on the 

process as a whole, on selections of the whole process and/or 

the individual sub processes. 
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5.2 Conformance checking 
To verify the availability of the set coverage sampling 

approach, we measure it in terms of conformance checking. 

The conformance checking experiment associates events in the 

event log with activities in the process model and compares 

them. The goal of it is to find commonalities and differences 

between the modeled behavior and the inspected behavior. In 

this experiment, we use fitness degree as quality standard, 

which is the measure related to conformance. Firstly, the 

process model of sample log is mined by using the version of 

IM algorithm with noise threshold of 0.9, then the process 

model and the original event log are measured for fitness 

degree. The experimental results are shown in Figure 3. 

 
Figure. 3  The result of conformance checking 

The experimental results show that the fitness of sample log 

obtained by set coverage sampling approaches is very closely 

to the fitness of original event log. It is proved that this set 

coverage sampling approach can extract sufficiently 

representative sample logs to a large extent and further prove 

its availability. 

5.3 Time performance analysis 
Time performance analysis experiment measures and records 

three types of time: (1) the original event logs' mining time; (2) 

the sampling time by using four sampling methods; (3) sample 

logs' mining time. Due to the computer internal environment 

every time may be different, so in order to guarantee the 

accuracy of experimental results, we measure each data for 5 

times to get the average. Finally, the sampling time of each of 

the set coverage sampling approach is summed up with the 

sample log mining time, then compare with the original logs' 

mining time. The experimental result is shown in Figure 4. 

The experimental results show that compared with the original 

event log, the sample log obtained by set coverage sampling 

approach can use less time to mining process models when the 

log’s scale is large. Meanwhile, with the increase of the event 

log’s scale, the difference between them becomes more and 

more obvious. It can be proved that the operation efficiency 

can be greatly improved by using sample log instead of 

original log, meanwhile the set coverage sampling approach 

of event log have high efficiency. 

 

 

Figure. 4  The result of time performance analysis 

6. CONCLUSIONS 
In this paper, we propose set coverage sampling approach to 

effectively obtain sample logs with sufficient representability 

in large-scale event logs. Meanwhile we implemented set 

coverage sampling approach in the ProM platform. In 

addition, we assess the quality of the sample logs relative to 

the original logs in terms of conformance checking and time 

performance analysis. At the end, the experimental results on 

a real event log data set shows that compared with the existing 

sampling approaches, the proposed set coverage approach can 

not only greatly improve the efficiency of log sampling, but 

also ensure the integrity of the model. 

As future work, we aim to apply the set coverage sampling 

approaches proposed in this paper to the event log for specific 

fields, such as education, medical care, finance, 

manufacturing, etc. It is also valuable to study the deployment 

of set coverage sampling approach in the distributed system 

because it is convenient to process the super-large event logs 

collected by other information systems in real life. 
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