
International Journal of Science and Engineering Applications 

Volume 7–Issue 04, 39-44, 2018, ISSN:-2319–7560 

www.ijsea.com  39 

Exploration Geochemistry Data-Application for                      

Cu Anomaly Separation Based On Classical and Modern 

Statistical Methods in South Khorasan, Iran 

 
Aref Shirazi 

Amirkabir University of 

Technology (Tehran 

Polytechnic) 

Mining and Metallurgical 

Engineering Department 

Tehran, IRAN 

 

Ardeshir Hezarkhani 

Amirkabir University of 

Technology (Tehran 

Polytechnic) 

Mining and Metallurgical 

Engineering Department 

Tehran, IRAN 

 

Adel Shirazy  

Shahrood University of 

Technology 

Faculty of Mining, Petroleum 

and Geophysics 

Shahrood, IRAN 

 

 

Abstract: The polymetal mining area is located 30 kilometers northwest of Birjand, South Khorasan Province of Iran. Considering 

the importance of recognizing the geochemical limit value for post-analysis studies, the limit value (= non-normative visualization) in 

the data of the stream was identified and described using the classic and modern statistical method. Sampling method in this area was 

lithogeochemical samples. Simple statistical methods, K-Means, K-Medoids, Fuzzy C-Mean (FCM), Self-Organized Map (SOM), 

have been used in this study. Anomaly maps are depicted in each method and separated from the background. Each method showed 

different anomalies, but the K-Mean and K-Medoids methods had similar responses. 
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1. INTRODUCTION 
Separation of anomalies from the background is one of the 

most important and key steps in geochemical exploration. 

There are several ways to identify and separate anomalous 

areas from the field. These methods include the classical 

statistics, K-Means, K-Medoids, Fuzzy C-Mean (FCM), Self-

Organized Map (SOM) used in this study. In general, 

anomalous areas are also useful in surface surveys to 

determine the location of exploratory drilling. Also, by 

studying more precisely, the resulting maps can be used to 

structure the sampling grid for later, more coherent steps as 

well. [1,2] 

2. Geolocation of the area 
This area is located in the geographical location of "32 '85 °23  

northern latitudes and "7 '85 °85  eastern longitudes in the 

south Khorasan province of, Iran. It is called Siojan. Siojan 

mining area is located 30 kilometers from Birjand city (see 

Figure 1 and 2). 

 

Figure. 1 South Khorasan Province Location and Siojan, Iran Map [3] 

 

 

Figure. 2 Geolocation and access way of studied area. 

 

2.1 Geological setting 
This region is located in the northwest of the Lut zone in 

terms of the division of the structural states of the Iranian 

crust in the east of the Central Block of Iran. The Nehbandan 

http://www.ijsea.com/


International Journal of Science and Engineering Applications 

Volume 7–Issue 04, 39-44, 2018, ISSN:-2319–7560 

www.ijsea.com  40 

fault system, which covers all the Sistanian states, enters into 

the Lut zone in the northern part as a direction to the west. [4] 

The area generally consists of volcanic and intermediate 

cenozoic rocks in the form of andesitic masses, basaltic 

andesite, dacite and intrusive rhyodacite. In some cases, this 

formation has caused alteration and mineralization in the 

region. [5] Pyroclastic rocks such as altered acid tuffs, and 

cuttings with andesitic elements are also present in the region. 
Non-volcanic units such as conglomerate, sandstone, salt salts 

and young alluvium are found in the area. [6,7] 

You can see the location of Siojan area in geological map in 

figure 3. 

 

Figure. 3 Geological map of  Khusf on scale 1:100000, The Siojan 

area  is shown in the map. [8] 

 

3. Sampling 
The area was covered with 120 samples of lithogeochemicals. 

The samples were analyzed as 44 elements. The sample 

preparation method was Aquaragia. And samples were 

analyzed by ICP-MS method. You can see the location of the 

samples in the UTM system in Figure 4. 

 

 

Figure. 4 locations of lithogeochemical samples in the area. 

4.   Geochemical Anomaly Separation 

Methods 
Separation of geochemical anomalies from background has 

always been a major concern of exploration geochemistry. 

The search for methods that can make this analysis 

quantitative and objective aims not only at the reduction of 

subjectiveness but also at providing an automatic routine in 

exploration, assisting the interpretation and production of 

geochemical maps. [9,10] 

 

4.1 Statistical Methods 
In classical methods, anomalies are usually detected, 

regardless of the location of each instance, and only by 

formulating relationships. Commonly updated methods can be 

found in Formula 1. [1,9] 

)()(3)()( MADOrSmedianOrXAnomaly   (1) 

Here, x is the mean, median is the same. And S is the standard 

deviation and the MAD is the mean / median with the 

absolute value of the deviation difference [11,12], which has 

the following two formulas. 

|| MeanXiMeanMAD 

|| MedianXiMedianMAD  

By placing the above values in Formula 1, we can reach 

different ranges. 

 

4.2 K-Means and K-Medoids 
The K-Means method, despite simplicity, is a basic method 

for many other clustering methods (such as fuzzy clustering). 
This method is a monolithic and flat method. For this 

algorithm, different shapes are expressed. But they all have 

repetitive routines that try to estimate the following for a fixed 

number of clusters [13]: 
 

 Getting points as centers of clusters, which are actually 

the same average points belonging to each cluster. 

 Assigning each data sample to a cluster that gives the 

data a minimum distance to the center of that cluster.  

 

 

In this method, first, the number of clusters needed for points 

is randomly selected. Then the datas are attributed to one of 

these clusters according to the degree of similarity. And so 

new clusters are achieved. By repeating the same procedure, it 

is possible to calculate new centers for each replication by 

averaging the data, and the data are re-assigned to new 

clusters. This process continues as long as there is no change 

in the data. If this method is such that each cluster is displayed 

with one of the objects located near the center, then the " K-

Medoids " is called. [14,15] 

Calculation flowchart of the method algorithm is shown in 

figure 5. 
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Figure. 5 Calculation flowchart of method algorithm. [16] 

 

4.3 Fuzzy C-Means (FCM) 
FCM is a separation clustering method that uses the Euclidean 

distance similarity criterion to measure the similarity of data 

and clusters. In other words, this algorithm identifies spherical 

clouds of points in a p-dimensional space. These clusters are 

approximately equal in size. Each cluster is displayed with its 

center. This mode of displaying clusters is also called a model 

or example, because it is often referred to as a representative 

of all the data assigned to the cluster. [1,9] 

Calculation flowchart of fuzzy C-Means clustering algorithm 

is shown in figure 6. 

 

Figure. 6 Calculation flowchart of the Fuzzy C-Means clustering 
algorithm. [17] 

 

As an meter for distance, Euclidean distance is used between 

a point and a sample. In order to select the center of the 

cluster, as the name of the algorithm finds, the mean value is 

used. To compute the center of the cluster, the sum of the 

degrees of the membership of each element is divided by the 

power of M in itself into the product of the power of the M 

degree of membership. [18] The problem with this algorithm 

is that the algorithm cannot identify clusters of different 

shapes, sizes and densities. To identify other shapes instead of 

the identity matrix, we can use other matrixes to determine the 

distance. Such as a diameter matrix to detect elliptical 

clusters. The benefits of this algorithm are ease, which 

reduces computational time. In practice, with little repetition, 

it can reach a near-final solution. [19] 

 

4.4 Self-Organized Map (SOM)  
In the self-organization map, the competitive learning method 

is used for training. This method is based on specific 

characteristics of the human brain. The cells in the human 

brain are organized in different regions in different sensory 

regions, with rigorous and meaningful computational maps. 
For example, sensory inputs for touch, hearing, etc. are 

associated with a significant geometric arrangement in 

different regions. [20] 

In this method that is called SOM or sometimes called SOFM 

(Self-Organizing Feature Map) Processor units are placed in 

the nodes of a one-dimensional grid, two-dimensional or 

more. Units are organized in a competitive learning process 

rather than input patterns. The place of the units set in the 

network is organized in such a way as to create a meaningful 

coordinate system on the network for input characteristics. 
Therefore, a self-organized map forms a topographic map of 

the input patterns in which the location of the units 

corresponds to the inherent characteristics of the input 

patterns. [21,22] 

The competitive learning used in this grid is that in each step 

of the learning, the units compete to engage with each other, 

At the end of a competition stage, only one unit wins, which 

weighs in a different way than the weights of other units. This 

type of learning is called "uncontrolled learning." [23] 

Calculation flowchart of the self-organization map algorithm 

is shown in figure 7. 

 

 

 

 

Figure. 7 Calculation flowchart of the Self-Organization Map 

(SOM) algorithm. [24] 
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5.  General Map of Copper Concentration 
In order to improve the understanding of the anomal areas, the 

main map of the dispersion of copper concentration in the 

region can be estimated as a preview. After analyzing the 

sample dispersion and copper concentration, a map was 

prepared with the estimation of other points by Kriging 

method [25,26]. 

In this map, we can see concentrations with respect to the 

color as well as the contours. (see Figure 5). 

 

Figure. 5 Concentration map of copper element along the range with 
the conjugated estimator. 

 

6.  Maps of Anomaly Seperation Methods 
In this section, the anomalies of the copper element in the 

study area, which have been obtained by different methods of 

anomaly seperation from the background, are mapped out. 

 

6.1 Statistical Methods 
As discussed in Section 4.1, the threshold can be obtained 

from three relative-like formulas. The copper anomaly map 

depicted using pure classical statistics (use of mean and 

standard deviation) is shown in Figure 6. 

 

Figure. 6 Pure statistics (using mean and standard deviation) - The 

threshold value is 34.3 ppm. 

 

The copper anomaly map depicted by using the updated 

statistical method of the first type (using MAD and mean) is 

shown in figure 7. 

 

Figure. 7 The updated type I statistical method (using MAD and 

Mean) - The threshold value is 35.7 ppm. 
 

In the following, the anomaly of the copper element derived 

from the statistical updated method of the second type (using 

MAD and Median) is shown in figure 8. 

 

Figure. 8 The updated type I statistical method (using MAD and 

Mean) - The threshold value is 38.1 ppm. 
 

As shown in the maps, The Copper threshold values were 

obtained for pure statistical methods, the updated type of 

statistical method, and the second type updated method were 

34.3 ppm, 35.7 ppm and 38.1 ppm, respectively. 

6.2 K-Means and K-Medoids 
Due to the close approach of the two methods, the threshold 

value in both methods was estimated to be similar to each 

other. Figure 9 shows a map that confirms both methods. (Red 

color is anomaly and yellow color is background). 

 

Figure. 9 Estimation of anomalies for the KaMeS and KaMoides 

method. 
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6.3 Fuzzy C-Means (FCM) 
In the FCM method, due to the percentage probability of each 

sample being attributed to the anomaly, 80% was considered 

probable, since 80% could be a good possibility for diagnosis 

[27] and could reduce the wasting caution of much of the 

backgrounds. Figure 10 shows the map of the anomalous 

areas derived from the FCM method. (Red color is anomaly 

and yellow color is background). 

 

Figure. 10 Estimated anomalies by FCM method with consideration 

of 80% anomaly probability 

 

6.4 Self-Organization Network Method  
According to this method, the following map (Figure 11) 

emerges which represents two groups of anomalies (red) and a 

background (yellow). 

 

Figure. 11 Anomaly Estimation for SOM Method 

 

7. Conclusion  
The Siojan Polymetal Mineral Area is located in South 

Khorasan province, 30 km northwest of Birjand city. 

Considering the importance of recognizing the geochemical 

limit value for post-analysis studies, the limit value in the data 

of the lithogeochemical samples were determined using 5 

statistical methods. 

Methods such as classic statistics, K-Mean, K-Medoids, 

Fuzzy C-Mean clustering (FCM), Self-Organized Map (SOM) 

were used in this study. Anomalies were mapped in each 

method and the anomalies were seperated from the field. Each 

method showed different anomalies, but the K-Mean and K-

Medoids methods had similar responses. 

By matching all the maps, it can be seen that each method can 

be efficient and should not rely on a method. 

It is recommended to use field studies and re-sampling by 

estimating the anomaly maps, the accuracy of each method for 

the region is estimated and the best method for further studies 

is to be selected. 
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