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Abstract: For use as hydrophones, projectors and underwater microphones, there is always a need for calibrated sensors.  Overview of 

multi path and effect of reflection on acoustic sound signals due to various objects is required prior to finding applications for different 

materials as sonar domes, etc.  There is also a need to overview multi sensor array processing for many applications like finding 

direction of arrival and beam forming.  Real time data acquisition is also a must for such applications.  
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1. INTRODUCTION 
Array signal processing is a part of signal processing that uses 

sensors that are   organized in patterns, or arrays, to detect 

signals and to determine information about them as shown in 

Fig.1. One of the applications of array signal processing 

involves detecting acoustical signals. The sensor in this 

overview is Hydrophones.  

         

        
                 Figure 1: The uniform linear array 

 

2. NEED 
The goal of this overview is to develop an array which can 

listen from a specific direction, while attenuating signals not 

from the direction of interest. A six element uniform linear 

array can be created in order to determine the direction of the 

source of specific frequency signals. Because the uniform 

linear array is one dimensional, there is a surface of ambiguity 

on which it is unable to determine information about signals. 

For example, it suffers from “front-back ambiguity”, meaning 

that signals incident from” mirror location” at equal angles on 

the front and back sides of the array undistinguishable. 

Without a second dimension, the uniform linear array is also 

unable to determine how far away a signal’s source is or how 

high above or below the array’s level the source is. 

3. UNIFORM LINEAR ARRAY (ULA) 
When constructing any array, the design specification should 

be determined by the properties of the signals that the array 

will detect. All acoustic waves travel at the speed 1500 m/s in 

underwater channel [6-8]. The physical relationship 

describing acoustic waves is similar to that of light λ f  = c. 

The frequencies of signals that an array detects are important 

because they determine constraints on the spacing of the 

sensors. The array’s sensors sample incident signal in space 

and, just as aliasing occur in analog to digital conversion 

when the sampling rate does not meet the Nyquist criterion, 

aliasing can also happen in space if the sensors are not 

sufficiently close together[3]. A useful property of the 

uniform linear array is that the delay from one sensor to the 

next is uniform across the array because of their equidistant 

spacing. Trigonometry reveals that the additional distance the 

incident signal travels between sensors is dSin(θ)/Thus, the 

time delay between consecutive sensors is give  

ζ=dSin(θ)/c                         (1) 

Say the highest narrowband frequency we are interested is 

fmax. To avoid spatial aliasing, we would like to limit phase 

difference between spatially sampled signals to π or less 

because phase difference above π cause incorrect time delays 

to be seen between received signals. Thus, we give the 

following condition: 

2πfmax ζ ≤ π                          (2) 

Substituting for ζ from equation (1) into (2) 

2πfmax dSin(θ)/c   ≤ π                  (3)  

d ≤ c/2fmax Sin(θ)                 (4) 
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The maximum delay according to equation 1 occurs for θ 

=90o, so we obtain fundamentally important condition from 

equation (4) 

d ≤ c/2fmax                                           (5)                     

For 40 KHz frequency spacing should be less than 1.87 cm 

according to equation (5). The direction perpendicular to the 

length of the array is taken as broadside of the array. All 

angles to the right or clockwise from the broadside are 

considered positive by convention up to +90o. All angles to 

the left or counter clockwise from the broadside are 

considered negative up to -90o.  

 

3.1 Ambiguity of the ULA 

        
                   Figure 2 The ULA is unable to distinguish signals 

from its front or back side, or signals above or below it. 

The limitation of the uniform linear array as shown in figure 2 

create problem for locating acoustic source with much 

accuracy [4]. The array’s design is highly extensible, 

however, and it is an important building block for more 

complex arrays such as cube, which uses multiple linear 

arrays or more exotic shapes such as a circle [1]. 

4.2 Spatial FFT Approach of Beam      

Forming 
Let us consider the narrow band signals of the form  

X(t)=exp(j2πft)                    (6) 

Where, f is the frequency of the signal. If we have N sensors 

numbered from n=0,1……..N-1,Then the delayed version of 

x(t) that arrive at each hydrophone n are  

Xn(t)=exp(j2πf(t-nζ)             (7) 

Thus, the first sensor n=0 has zero delay, while the signal 

arrives at the second sensor n=1 one unit delay later then at 

the first, and so on for each sensor. Then, the signal is 

sampled at each hydrophones in the process of ADC, and let 

the sampled signal Xn (ζ) = Xn (mT), where m is the integer. 

This gives us the sampled sinusoids at each sensor 

 

Xn(r) =exp (j2πfr-nζ)               (8) 

Even though each sensor receives the same frequency signal, 

recall that delays X(t-nζ) in time correspond to modulation by 

exp(-jnζ) in frequency, so the spectra of the received signals at 

each sensor are not identical. The first discrete Fourier 

transform looks at the temporal frequency content at each 

sensor 

Xn(k)=1/R
1/2

     (9) 

Xn(k)=exp(-j2πfnζ)/R1/2              (10) 

 

4. BEAM FORMING 
Beam forming is the process of trying to concentrate the array 

to sounds coming from only one particular direction. 

Spatially, this would look like a large double shaped lobby 

aimed in the direction of interest [5]. Making a beam former is 

crucial to meet one of the goals of the study which is to listen 

to sound in one direction and The best way to not listen noisy 

directions is to just steer all your energy towards listening in 

one direction. This is an important concept because it is not 

just used for array signal processing; it is also used in many 

sonar systems as well [1]. 

4.1 Delay and Sum Beam Former 
It is good first step to implement delay and sum beam former, 

because it is the simplest example. The delay and sum beam 

former is based on the idea that if a uniform linear array is 

being used, then the output of each sensor will be the same, 

except that each one will be delayed by a different amount. 

So, if the output of each sensor is delayed appropriately then 

we add all the outputs together the signal that was For k= f n, 

and zero otherwise. Here normalized DFT is used. 

Now the N spectra from each of the array’s sensors according 

to equation (10) is calculated, to find how certain frequencies 

(of interest fo  from different angles with respect to the array’s 

broadside) are distributed [7].  This DFT is performed by 

taking frequency component from each received signal that 

corresponds to fo and concatenating them into an array. Then 

array is zero padded to make a length that is power of two in 

order to calculate the FFT. This FFT gives a spectrum that is 

digital sinc function centered at foζ. The value of the sinc 

represents the magnitude of the frequency fo at an angle theta. 

Because of the shape of the lobes of the sinc, which look like 

beams at the various angles the process of using the array to 

look for signals in different directions is called beam forming. 

This technique is used frequently in array processing and 

enables detection of the direction of arrival of certain 

frequencies [2]. 

 

 

Figure 3 Sum and delay beam former 

 

5.  CONCLUSION 

Basic theory of linear array is studied and constraints are 

derived that are useful for implementation of   algorithms. The 

important condition for spacing between sensors of uniform 

linear array to avoid aliasing is derived in this overview. 
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Abstract: As most of loads are of inductive type, the power system is in lagging power factor and as a result poor power quality is 

occurred. And it is demanded to make power factor correction to be better power quality of power system. Among power factor 

correction devices, synchronous condenser is studied in this paper to improve the industrial loads. There are ten numbers of induction 

motors in Tharpaung pulp plant and the net power factor of the factory power system is round about 0.85 lagging. By using 0.75 

leading power factor of synchronous condenser, the system power factor is improved to 0.969 lagging. And it is studied to choose the 

appropriated synchronous condenser of power factor and rating for various system power factors. And if there are different operating 

times for each induction motors, which synchronous condenser should be run is studied in detail in the paper. It is shown that the use 

of synchronous condenser improves the system power factor and makes power quality better. In this study, MATLAB program is used 

for overall plant power factor calculation. 
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1. INTRODUCTION 
Power quality is an important issue for distribution network 

companies. They must guarantee  the  electricity  supply  for  the  

customers,  while  fulfilling  certain  quality requirements. The 

power quality problems with end-users in industrial load are 

power factor, under voltage, over voltage, voltage sag, voltage 

swell, voltage fluctuation, grounding, etc. Power factor is also a 

power quality issue in that low power factor can sometimes 

cause equipment to fail. In many instances, the cost of low 

power factor can be high; utilities penalize facilities that have 

low power factor because they find it difficult to meet the 

resulting demands for electrical energy. The study of power 

quality is about optimizing the performance of the power system 

at the lowest possible operating cost. Power factor is definitely 

an issue that qualifies on both counts [1].  

Synchronous condensers are used principally in large power 

applications because of their high operating efficiency, 

reliability, controllable power factor, and relatively low 

sensitivity to voltage dips. They are constant-speed machines 

with applications in mills, refineries, power plants, to drive 

pumps, compressors, fans, pulverizers, and other large loads, 

and to assist in power factor correction. They are designed 

specifically for power factor control and have no external shafts, 

and are called synchronous condensers. It is floating on the 

system. It   behaves as a variable capacitor when the field is 

over-excited, and as a variable inductor when the field is under-

excited. In general, over excitation will cause the synchronous 

motor to operate at a leading power factor, while under 

exercitation will cause the motor to operate at a lagging power 

factor. Synchronous motor can also be used for power-factor 

correction in an industrial plant consisting of a large number of 

induction motors.  

Power factor can be corrected with a capacitor. However, if a 

synchronous condenser is run with a leading power factor, it can 

perform useful work and correct power factor at the same time. 

In industrial applications where both synchronous condensers 

and induction motors are used, the synchronous condenser is 

usually operated at a leading power factor to compensate for the 

lagging power of the induction motors. An improved power also 

reduces the system voltage drop and the voltage drop at the 

terminals. Due to these advantages, synchronous condensers are 

used to improve power factor of the electrical system of a plant. 

Therefore, appropriate rating of synchronous condenser is used 

with induction motors plant in this paper. 

2. POWER FACTOR CORRECTION BY 

USING SYNCHRONOUS CONDENSER  
Power factor correction usually means the practice of 

generating reactive power as close as possible to the load which 

requires it, rather than supplying it from a remote power 

station. The objective of power factor correction is to reduce 

the current flowing in the circuit connecting the load with the 

source of supply. When the power factor is high, the reactive 

component is a small percentage of the total and so a given 

change in the reactive component produces only a small change 

in the total. Accordingly, it is unnecessary to correct the power 

factor to exactly unity. 

The power factor of a system can be improved by using a 

synchronous condenser and by varying its excitation. 

Increasing the strength of the magnets will increase the 

magnetic attraction and thereby the rotor magnets to have a 

closer alignment with the corresponding opposite poles of the 

rotating stator flux, the result is a smaller power angle. 

Assuming a constant shaft load, the steady-state value of Efsinδ 

must be constant. A step increase in Ef will cause a transient 

increase in Efsinδ, and the rotor will accelerate. As the rotor 

changes its angular position, δ decreases until Efsinδ has the 

same steady-state value as before, at which time the rotor is 

again operating at synchronous speed. The change in angular 

position of the rotor magnets relative to the rotating flux of the 

stator occurs in a fraction of a second [2]. The effect of 

changes in field excitation on armature current, power angle, 

and power factor of a synchronous motor operating with a 

constant shaft load, from a constant voltage, constant frequency 

supply, is illustrated in    Figure 1. For a constant shaft load, 

Ef1sinδ1=Ef2sinδ2=Ef3sinδ3=Efsinδ                              (1) 

Ia1cosΦi1=Ia2cosΦ2=Ia3cosΦ3=IacosΦi                           (2) 

This is shown in Figure 1, where the locus of the tip of the Ia 

phasor is a line perpendicular to the VT phasor. Increasing the 

excitation from Ef1 to Ef3 in Figure 1 caused the angle of the 

current phasor to go from lagging to leading. The value of 

field excitation that results in unity power factor is called 

normal excitation. Excitation greater than normal is called 

overexcitation, and excitation less than normal is called 
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underexcitation. Furthermore, as indicated in Figure 1, when 

operating in the overexcited mode, | Ef | > |VT| . 

At minimum stator current, the motor is operating at unity 

power. If the field current value is held constant, Figure 2 will 

show the amount of leading kVA supplied to the line. At full 

load, the field excitation is sufficient to operate the motor at 

unity power factor for supplying no kVAR. The size of 

generator, transmission lines, transformers and distribution 

networks are based on the kVA demand, and the overall losses 

in these components are also determined by kVA. The 

electrical power in kilowatts consumed largely determines the 

fuel consume by the prime mover but in most systems the 

charges for electrical energy based on kVA demand and on 

kilowatts. It is usually economic, therefore, to operate a load of 

some power factor approaching unity, and when the power 

factor of a load is slow, the saving in power charges obtained 

by improving the  power  factor  justifies  the  installation  of  

special  equipment  for  the purposes. The main advantage 

possessed by synchronous condenser is that the kVAR taken by 

it can be varied by adjusting the excitation. When such a 

machine is used to provide the power factor of a load, 

automatic control excitation can be used to keep the overall 

load power factor constant, within the capacity of the 

condenser by using a scheme such as has been described for a 

synchronous motor. In many cases, operation with fixed 

excitation is satisfactory and the condenser is then arranged to 

compensate for a fixed amount of lagging current taken by the 

load. For each load, there is definite limit beyond which it is 

not economical to raise the power factor as the increase in cost 

of equipment required is not compensated for by the reduction 

in power charges. Figure 3 shows the variation of percentage 

reduction in kVA demand for a fixed kilowatt load with the 

amount of power factor correction expressed as a percentage of 

the original kVA curves are shown for several values of power 

factor of the original load. The reduction in kVA demand can 

be increased until the maximum value, at unity power factor, is 

reached. The saving in power charges can be elevated for 

various size of condenser and the economic limit thus 

determined[3]. 
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Figure. 1 Phasor diagram showing the effect of changes in field 

excitation on armature current, power angle, and power factor of a 
synchronous motor 

The maximum amount of reduction in kVA which can be 

obtained increases of the original factor decreases, but it also 

involved as increase in the amount of condenser capacity 

required. The rate of change of reduction in kVA with 

increase in condenser rating decreases from the initial value to 

zero and it is therefore possible, by substituting appropriate 

saving in cost due to reduced kVAR and capital cost required 

for condenser capacity to determine the most economic size of 

condenser for a given load condition. 
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Figure. 2 Showing approximate leading kVA drawn by high speed 

synchronous motors operate at partial loads with full-load excitation 
maintained[4] 
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Figure. 3 Relationship between condenser rating reductions in kVA 
demand [3] 
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Figure. 4 Phasor diagram of (a) induction motor and  

(b) synchronous motor 

The power factor (p.f) is: 

S
PcosΦp.f                                                          (4) 

The reactive power(kVAR) is: 

Q=PtanΦ                                                                 (5) 

If all loads are induction motors in the system, total real 

power and reactive power of the system are: 





n

1i
PiP T                                                               (6) 





n

1i
QiQT                                                              (7) 

If a synchronous condenser is added in the system of 

induction motors, total real power and reactive power are: 

Ps
n

1i
PiPT 


                                                          (8) 

Qs
n

1i
QiQT 


                                                        (9) 

Power factor of the system is: 

))
PT

QT(tan 1cos(p.fT
                                            (10) 

If Total reactive power of induction motors is greater than 

reactive power of synchronous condenser, power factor of the 

system is lagging. Otherwise, it is leading. 

Where, S=apparent power(kVA) 

PS= real power of synchronous condenser 

QS=reactive power of synchronous condenser 

 

3. SYSTEM OF CASE STUDY 
 

3Φ, 110kW,

Induction motor

3Φ, 160kW,

Induction motor

3Φ, 11/0.4kV

3Φ, 250kW,

Induction motor

3Φ, 200kW,

Induction motor

 Figure. 5 One line diagram of system 

 

The designed paper plant consists of ten numbers of induction 

motors for paper making. There are three numbers of 110 kW 

induction motor used for first refiner, three numbers of 250 

kW induction motor used for second refiner, three numbers of 

200 kW induction motor used for third refiner and a 160 kW 

induction motor used for Hydrapulper. The desired plant is 

shown in Figure 5. These machines are operated with full load 

or light load. And then they are operated with all together or 

some of them. Therefore, various cases are considered in this 

study. 

 

Table 1. Total installed ratings 

Output 

 (kW) 

η 

(%) 

p.f No: Total absorption 

P(kW) Q(kVAR) 

110 94 0.86 3 351.064 208.306 

250 94.5 0.81 3 793.651 574.592 

200 94.6 0.88 3 634.249 342.337 

160 94.2 0.86 1 169.851 100.782 

Total 1948.815 1226.017 

p.f of the system 0.846 

 

4. COMPARISON RESULTS BY USING 

DIFFERENT RATINGS OF 

SYNCHRONOUS CONDENSER 
There are different ratings of synchronous motors available in 

the market. The study is done based on the rating of 210kW, 

480kW, 600kW, 800kW, 1400kW and 2400kW. Different 

rating of synchronous motor varies the overall plant power 

factor. The power factor of overall plant is limited within 0.95 

lagging and unity. Various ratings of synchronous motor are 

considered at 0.75 leading, 0.8 leading, 0.85 leading, 0.9 

leading, 0.95 leading and unity of power factor for 50%, 75%, 

100% and 125% change of load. 

 

Table 2.  Results by using 210kW synchronous condenser 

%  

of  

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9447 

(lag:) 

0.9373 

(lag:) 

0.9297 

(lag:) 

0.9215 

(lag:) 

0.9118 

(lag:) 

0.8902 

(lag:) 

75 
0.9191 

(lag:) 

0.9132 

(lag:) 

0.9073 

(lag:) 

0.901 

(lag:) 

0.8937 

(lag:) 

0.8778 

(lag:) 

100 
0.9040 

(lag:) 

0.8989 

(lag:) 

0.8942 

(lag:) 

0.8892 

(lag:) 

0.8834 

(lag:) 

0.8709 

(lag:) 

125 
0.8936 

(lag:) 

0.8897 

(lag:) 

0.8857 

(lag:) 

0.8815 

(lag:) 

0.8767 

(lag:) 

0.8664 

(lag:) 

 

 

Table 3. Results by using 480kW synchronous condenser 

%  

of 

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9941 

(lag:) 

0.9882 

(lag:) 

0.9806 

(lag:) 

0.9710 

(lag:) 

0.9579 

(lag:) 

0.9243 

(lag:) 

75 
0.9729 

(lag:) 

0.9649 

(lag:) 

0.9563 

(lag:) 

0.9465 

(lag:) 

0.9344 

(lag:) 

0.9063 

(lag:) 

100 
0.9537 

(lag:) 

0.9460 

(lag:) 

0.9379 

(lag:) 

0.9291 

(lag:) 

0.9186 

(lag:) 

0.8950 

(lag:) 

125 
0.9387 

(lag:) 

0.9316 

(lag:) 

0.9244 

(lag:) 

0.9167 

(lag:) 

0.9074 

(lag:) 

0.8872 

(lag:) 
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Table 4. Result by using 600kW synchronous motor 

%  

of 

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9995 

(lag:) 

0.9966 

(lag:) 

0.9910 

(lag:) 

0.9827 

(lag:) 

0.9701 

(lag:) 

0.9347 

(lag:) 

75 
0.9859 

(lag:) 

0.9787 

(lag:) 

0.9703 

(lag:) 

0.9603 

(lag:) 

0.9474 

(lag:) 

0.9160 

(lag:) 

100 
0.9687 

(lag:) 

0.9607 

(lag:) 

0.9522 

(lag:) 

0.9426 

(lag:) 

0.9307 

(lag:) 

0.9037 

(lag:) 

125 
0.9537 

(lag:) 

0.9460 

(lag:) 

0.9379 

(lag:) 

0.9291 

(lag:) 

0.9186 

(lag:) 

0.8949 

(lag:) 

 

Table 5.  Result by using 800kW synchronous condenser 

%  

of 

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9972 

(lead:) 

0.9999 

(lead:) 

0.9989 

(lag:) 

0.9940 

(lag:) 

0.9837 

(lag:) 

0.9480 

(lag:) 

75 
0.9973 

(lag:) 

0.9927 

(lag:) 

0.9859 

(lag:) 

0.9768 

(lag:) 

0.9638 

(lag:) 

0.9292 

(lag:) 

100 
0.9859 

(lag:) 

0.9787 

(lag:) 

0.9703 

(lag:) 

0.9603 

(lag:) 

0.9474 

(lag:) 

0.9160 

(lag:) 

125 
0.9729 

(lag:) 

0.9649 

(lag:) 

0.9563 

(lag:) 

0.9465 

(lag:) 

0.9344 

(lag:) 

0.9063 

(lag:) 

 

Table 6.  Result by using 1400kW  synchronous condenser 

%  

of 

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9619 

(lead:) 

0.9797 

(lead:) 

0.9922 

(lead:) 

0.9990 

(lead:) 

0.9987 

(lag:) 

0.9704 

(lag:) 

75 
0.9912 

(lead:) 

0.9978 

(lead:) 

0.9999 

(lead:) 

0.9978 

(lag:) 

0.9896 

(lag:) 

0.9547 

(lag:) 

100 
0.9997 

(lead:) 

0.9995 

(lag:) 

0.9962 

(lag:) 

0.9894 

(lag:) 

0.9778 

(lag:) 

0.9419 

(lag:) 

125 
0.9984 

(lag:) 

0.9944 

(lag:) 

0.9882 

(lag:) 

0.9793 

(lag:) 

0.9665 

(lag:) 

0.9315 

(lag:) 

 

Table 7. Results by using 2400kW synchronous condenser 

%  

of 

load 

p.f of synchronous condenser 

0.75 

(lead:) 

0.8 

(lead:) 

0.85 

(lead:) 

0.9 

(lead:) 

0.95 

(lead:) 
1 

50 
0.9069 

(lead:) 

0.9381 

(lead:) 

0.9643 

(lead:) 

0.9847 

(lead:) 

0.9980 

(lead:) 

0.9852 

(lag:) 

75 
0.9491 

(lead:) 

0.9706 

(lead:) 

0.9867 

(lead:) 

0.9969 

(lead:) 

0.9998 

(lag:) 

0.9748 

(lag:) 

100 
0.9750 

(lead:) 

0.9885 

(lead:) 

0.9969 

(lead:) 

0.9999 

(lead:) 

0.9963 

(lag:) 

0.9649 

(lag:) 

125 
0.9898 

(lead:) 

0.9971 

(lead:) 

0.9999 

(lead:) 

0.9982 

(lag:) 

0.9905 

(lag:) 

0.9559 

(lag:) 

 

The power factor using the ratings of 800kW, 1400kW and 

2400kW are within limit, but they are large and more cost. 

The range of power factor by using 600kW synchronous 

motor can operate the plant load changing within restricted 

region. There are of four-load shedding at the plant. If it is 

required to shed the load, varying the power factor of the 

synchronous motor can be affective the plant operation. 

Results for load shedding by using 600kW synchronous motor 

are shown in Table 9 Instead of 600kW synchronous motor,  

 

Table 8. Results for percent load changing by using 

600kW synchronous condenser 

% change of load 
p.f of synchronous condenser 

(lead:) 

50 0.95~0.75 

75 0.9~0.75 

100 0.85~ 0.75 

125 0.75 

 

Table 9.  Results for load shedding by using 600kW 

synchronous condenser 

Induction motors in used p.f of synchronous 

condenser (Lead:) kW No: 

110 3 0.99 

110 

250 

3 

3 
0.989 

110 

250 

200 

3 

3 

3 

0.835 

110 

250 

200 

160 

3 

3 

3 

1 

0.75 

 

Table 10.  Results for load shedding by using three 

numbers of 200kW synchronous condensers 

Induction motors in used No: of synchronous 

condenser kW No: 

110 3 

1 

110 

200 

3 

3 

200 

160 

3 

1 

110 
250 

3 

3 

2 

250 

200 

3 

3 

110 

250 

200 

160 

3 

3 

3 

1 

 

three numbers of 200kW synchronous motor can be used in 

the plant. And the results are shown in Table 10. In this table, 

only one 200kW synchronous motor can be used for running 

with three numbers of 110kW induction motors or three 

numbers of 110kW and three numbers of 200kW induction 

motors or three number of 200kW and a 160kW induction 

motors. Other load conditions are also shown in the table. 
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5. DISCUSSION 
Loads used in domestics or industries are mostly inductive 

loads. Induction motor is that load. As inductive effect, power 

factor is lagging and it causes the system energy losses. Due 

to the effect, the load current is high, unload balancing is 

occurred and power quality is bad. From the point of view of 

economic, it also costs for the energy losses. For all cases, 

power factor improvement is needed for the system and 

compensators are essentially required. 

In the study, a synchronous condenser or synchronous motor 

is used in parallel with induction motors as a compensator in 

the plant. As there are all type of induction motors, the plant 

overall power factor is also lagging. So synchronous motor 

with power factor leading is used to improve the plant power 

factor. Although unity power factor is the best one for the 

system, it is difficult to become nearly unity power factor of 

the system in practice but in theory. So there is limited range 

of plant power factor between unity and 0.95 lagging. For that 

why, the study is to drive the plant to be with limited power 

factor range. 

To compensate the lagging power factor load to be unity one, 

the synchronous condenser must operate in leading power 

factor mode. Higher lagging power factor load needs higher 

leading power factor compensator. To be high power factor 

leading synchronous condenser needs larger excitation. So the 

study has not tried to be the plant power factor to be unity, but 

to be within the limit nearly 0.97 and 0.96. 

In the study, there is only one synchronous condenser of 

600kW in use to compensate the plant. And it also shows the 

data for the plant load changing. According to the results data, 

by varying the power factor of synchronous condenser, the 

plant power factor will be its limited range when it is needed 

to reduce or increase its load. As the limited value is within 

the range, six ratings of synchronous condenser power factor 

can drive the plant load in changed to be acceptable value.  

 

6. CONCLUSION 
In comparison with other compensators such as capacitor 

banks, reactors, synchronous condenser has some advantages 

in varying power factor. When load changing is encountered 

in the system, by easily varying the excitation system of 

synchronous condensers, the desired value has been in the 

system. Others compensators need to change add or reduce 

the components. But synchronous condenser is rotating 

machine, it can be needed some maintenance and it will cause 

some losses. As the operation of synchronous condenser can 

vary, it needs operator. So sometime fault operations may 

encounter in the system. 

Instead of varying one synchronous condenser, a number of 

synchronous condensers being in used together should be 

studied in further study. The comparison should be made in 

the cost of capacitor banks and the cost of synchronous 

condensers, and the unit changes for using synchronous 

condensers. As the initial cost of synchronous condenser is 

large and as well its operating cost, it is needed to know about 

the synchronous machine, how to operate the machine, and 

how to control the machine. And as power factor adjustment 

is done by exciter, excitation systems of the machine are also 

important facts. As instead of 600kW synchronous condenser, 

three numbers of 200kW synchronous condenser can be used, 

further study should be done to find the merits using low 

rating of synchronous condenser in numbers.   
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Abstract: Flood disaster is a function of both natural hazard and vulnerable environs. It is needed to identify the flood hazard area for 

proper management and mitigation damage. River flood occurs because of heavy rainfall and geomorphology. In this study, Flood 

vulnerable areas for different return period flood are assessed by using Hydrologic Engineering Center’s River Analysis System (HEC-

RAS) model, GIS and Remote Sensing technique. Flood vulnerability analysis is carried out by overlaying the land use map and flood 

hazard map generated by the hydraulic model. GIS can be used to create interactive map overlays, which clearly illustrate which areas 

of a community are in danger of flooding. The main objective is to assess the flood vulnerable areas. Special attention of the concerned 

area on this disaster should be done to minimize loss from damage. 
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1. INTRODUCTION 
Myanmar's high vulnerability to natural disasters results from 

its unique geographic location. Ayeyarwady delta region is 

the worst flood affected region as it is located in low lying 

area. Due to this, it is necessary to do hazard assessment in 

order to know how much area would be the damage if a 

hazard occurs. An important prerequisite for developing 

management strategies for the mitigation of extreme flood 

events is to identify areas of potentially high risk to such 

events, thus accurate information on the extent of floods is 

essential for flood monitoring, and relief. Hydraulic modeling, 

especially HEC-RAS model is used to carry out the flood 

simulation to produce flood level at various locations along 

the river.  

 

2. DESCRIPTION OF STUDY AREA 
The study area is located between North latitude of 17°00' and 

17°40' and East longitude of 95° 20' and 95° 50'. The drainage 

area of the study basin is about 2606.1km2. The length of the 

river in the study area is 121.061km. The study area falls 

under the Ayeyarwady Regional Division. 

3. DIGITAL ELEVATION MODEL  
DEM is the digital elevation of the topographic surface. DEM 

must be a continuous surface that includes the bottom of the 

river channel and the floodplain to be modeled. DEM is also 

used to calculate the flooded depth by incorporating it into 

HEC-RAS flood modeling software. Because all cross-section 

data will be extracted from the DEM, only high-resolution 

DEM that accurately represent the ground surface should be 

considered for hydraulic modeling. Measurement units used 

are those relative to the DEM coordinate system. 

 

4. LANDUSE CLASSIFICATION 
To obtain the land use data of the study area, IRS satellite 

image of 2010 was classified in ENVI software. The 

following four types of land use classes were reclassified; 

agricultural land, forest, residential and water or herbaceous 

wetland (Figure1).  

 

 
Figure1. Landuse map 

 

5. METHODOLOGY 
HEC-RAS model is chosen for flood inundation mapping and 

thereby to produce flood hazard maps correspond to 10, 20, 

50 and 100 years return period flooding events [5]. The 

discharge data set for the inundation model was produced 

from the rainfall-runoff modeling. Flood hazard assessment is 

carried out using GIS and HEC-RAS [6]. Vulnerable areas are 

identified for 10, 20, 50 and 100 years return period flood. 

The general method adopted for flood hazard analysis are (1) 

Pre-processing of geometry data to generate HEC-RAS 

import file (2) Running of HEC-RAS to calculate water 

surface profiles (3) Post-processing of HEC-RAS results and 

floodplain mapping (4) flood hazard analysis and mapping 

and (5) Assess flood vulnerable areas. 
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5.1 Hydraulic Modeling 
HEC-RAS is the hydraulic model which is used to calculate 

the water-surface profiles and energy grade lines in 1-D, 

steady-state, gradually-varied flow analysis. Knowing water 

surface elevation under various flow conditions, it is possible 

to evaluate flooding depth [1]. The data needed are geometry 

data and steady flow data. Geometry data are required for any 

of the analyses performed within HEC-RAS [1]. The basic 

geometric data consists of establishing the connectivity of the 

river system, cross-section data, reach length, energy loss 

coefficient.  

 

5.2 Geospatial Hydraulic Modeling 
HEC-GeoRAS is a set of ArcGIS tools specifically designed 

to process geospatial data. The extension allows users with 

limited GIS experience to create an HEC-RAS import file 

containing geometric data from existing digital elevation 

model (DEM). Results exported from HEC-RAS may be 

processed. The current version of HEC-GeoRAS creates 

import files containing reach, station identifiers, cross-

sectional cutlines, and cross-sectional bank stations; 

downstream reach length for the left overbank, main channel, 

and right overbank and cross sectional roughness coefficients. 

Water surface profile data exported from HEC-RAS may be 

processed into GIS data sets [1]. Process flow diagram is 

shown in Figure 2. 

 

1. Convert .RAS Export.sdf to 

XML

2. Import RAS GIS Export file

3.Inundation mapping

A. Generate water surface

B. Generate floodplain and depth  

Start ArcGIS

GIS data development

PreRAS Menu

1. Create stream centerlines

A. Label river and reach 

names

B. Attributes features

2. Create cross-sectional 

cutlines

3. Attribute cross-sectional 

cutlines

4. Extract elevation data for 

RAS layersGenerate RAS 

GIS import file

.RASImport.sdf

Run HEC-RAS

1. Create new Hec-RAS project

2. Import RAS GIS Import file

3. Complete geometric and flow 

data

4. Compute HEC-RAS results

5. Review results for hydraulic 

correctness

Enough cross-

sections?

Yes

Generate RAS 

GIS Export file

.RASExport.sdf

RAS results processing

PostRAS Menu 

No 

Correct 

inundated area
Flood depth

Hazard map
 

 

Figure 2. Process flow diagram of flood hazard mapping  

 

5.2.1 Cross Section Data 

Cross-sections are one of the key inputs to HEC-RAS. Cross-

section cutlines are used to extract the elevation data from the 

terrain to create a ground profile across channel flow. The 

intersection of cutlines with other RAS layers such as 

centerline and flow path lines are used to compute HEC-RAS 

attributes such as bank stations (locations that separate main 

channel from the floodplain), downstream reach lengths 

(distance between cross-sections). Therefore, creating 

adequate number of cross-sections to produce a good 

representation of channel bed and floodplain is critical. 

Guidelines must be followed in creating cross-section 

cutlines: (1) they are digitized perpendicular to the direction 

of flow; (2) must span over the entire flood extent to be 

modeled; and (3) always digitized from left to right (looking 

downstream).  

 

 

 
Figure 3. Schematic view of geometry of study river 

 
5.2.2  Flow and Boundary Condition 
The amount of flow through the system has to be entered 

along with certain boundary conditions before running the 

program to compute the desired results. Determining which 

boundary conditions are required depends on the conditions of 

the system and the type of model being run. In this study, 

steady flow analysis using a subcritical flow regime is used. 
Steady flow analysis consists of flow regime, boundary 

condition, and peak discharge information. Peak discharges 

are simulated by the hydrologic model [2][3]. 
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6. RESULTS OF FLOOD HAZARD 

ANALYSIS 
Flood hazard map shows area which could be flooded 

according to three probabilities (low, medium, high) 

complemented with flood extent and water depth or level [7]. 

 
Figure 4. Flood hazard map for 10 year return period flood 

 

Figure 5. Flood hazard map for 20 year return period flood 
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Figure 6. Flood hazard map for 50 year return period flood 

Figure 7. Flood hazard map for 100 year return period flood 

 

Figure 8. Flood vulnerable area on agriculture 

 

 

Figure 9. Flood vulnerable area on forest 

 

 

Figure 10. Flood vulnerable area on residential area 
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Figure 11. Flood vulnerable area on herbaceous wetland 

Table 1. Vulnerable areas for 10 years and 20 years 

flooding 

Landuse 

type 
Flood depth 

Total vulnerable area 

10yr flood 20yr flood 

km2 % km2 % 

Agriculture 

<2m 38.9 27.9 45.9 27.6 

2-3m 3.3 2.4 5.07 3.1 

>3m 7.7 5.5 8.9 5.4 

Forest 

<2m 40.5 29.0 48.3 29.0 

2-3m 3.62 2.6 5 3.0 

>3m 7.05 5.1 8.14 4.9 

Residential 

area 

<2m 5.2 3.7 6.6 3.9 

2-3m 0.3 0.2 0.36 0.22 

>3m 0.4 0.3 0.49 0.3 

Herbaceous 

wetland 

<2m 25.2 18.0 28.8 17.4 

2-3m 2.4 1.7 3.4 2.0 

>3m 4.7 3.4 5.2 3.1 

Total  139 100 166 100 

 

Table 2. Vulnerable areas for 50 years and 100 years 

flooding 

Landuse 

type 
Flood depth 

Total vulnerable area 

50yr flood 
100yr 

flood 

km2 % km2 % 

Agriculture 

<2m 51.9 26.9 60.2 27.2 

2-3m 6.3 3.3 9.3 4.2 

>3m 10.8 5.6 12.2 5.5 

Forest 

<2m 55.9 29.0 59.3 26.8 

2-3m 5.4 2.8 8.3 3.7 

>3m 10.2 5.3 11.8 5.3 

Residential 

area 

<2m 7.7 4.0 8.9 4.0 

2-3m 0.5 0.3 0.9 0.4 

>3m 0.6 0.3 0.8 0.4 

Herbaceous 

wetland 

<2m 31.4 16.3 35.0 15.8 

2-3m 4.7 2.4 6.6 2.9 

>3m 7.0 3.7 7.9 3.6 

Total  192 100 221 100 

 

 

Figure 12. Evaluation of total flood area according to flood 

hazard 

 

7. CONCLUSION 
According to the classification of flood hazard, flood depth 

less than 2 m has low hazard, flood depth between 2m and 3m 

has moderate hazard and flood depth greater than 3m has high 

hazard. About 14 % of the total flood areas in all flood events 

tend to have high hazard. The total areas under moderate 

hazard are 6.8 % on 10 year flood, 8.3 % on 20 year flood, 8.8 

% on 50 year flood and 11.4 % on 100 year flood. Similarly, 

78.9 %, 77.9 %, 76.2 % and 73.8 % of the total flood areas for 

10 year, 20 year, 50 year and 100 year are under low hazard. 

Agriculture and forest are the most vulnerable to different 

return period flooding. Flood occurs in residential area every 

year with low hazard (flood depth of less than 2 meters).  
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1. INTRODUCTION 
STT-RAM is an emerging nonvolatile memory that has all the 

characteristics of a universal memory. It is nonvolatile, highly 

scalable, has low power consumption, unlimited endurance, 

high density and multilevel cell capability. In this paper 

preliminary investigations of switching speed and current 

capabilities of the basic STT-RAM memory cells for two 

different models i.e. In-plane and perpendicular magnetic 

anisotropy (PMA) has been done. The cell design is done 

using cadence tools in 45nm hybrid CMOS/MTJ process. The 

results show that the performance of STT-RAM cells is 

comparable to that of theoretical results. 

2. STT-RAM TECHNOLOGY 
The development of spintronics was due to the discovery of 

giant magnetoresistance (GMR) by [1, 2]. The main principle 

in spintronics is the manipulation of spin-polarized currents in 

contrast to traditional electronics where spin is ignored. As 

first suggested by Mott [3] spin-polarized currents can be 

generated by exploiting the influence of the spin on the 

transport properties of the electrons in ferromagnetic 

conductors. The discovery of tunneling magnetoresistance 

(TMR) followed the GMR. The important milestone was 

reached when S. Yuasa et al.[4] and Parkin et al. [5] showed 

that very large TMR ratios up to 200% at room temperature 

could be obtained with MgO Magnetic Tunnel Junction 

(MTJ).  

The main element of the STT-RAM is the MTJ cell. The MTJ 

consists of two ferromagnetic layers separated by a barrier 

layer made of MgO as shown in figure 1. The MTJ resistance 

is determined by the relative magnetization directions of the 

two ferromagnetic layers. When the magnetization directions 

of the layers are parallel, the MTJ is in low resistance state 

(representing a bit 0), whereas if the layers are antiparallel, the 

MTJ is said to be in high resistance state (representing a bit 

1). Data storage is realized by switching the MTJ between 

high and low resistance states. [7] 

 

Figure 1. MTJ structure representing antiparallel ( ‘1’ state) 

and parallel ( ‘0’ state ) [ Alexander Driskill et al, Grandis 

corporation ] 

3. BASIC STRUCTURE OF  STT-RAM 

MEMORY CELL 
The basic structure uses an MTJ as the storage element and a 

N-channel MOSFET (1T-1MTJ) as the selection device.[8] 

Figure 2 shows the diagrams of the circuit and cross section of 

the structure. In the STT-RAM cell the source of the NMOS 

transistor is connected to the source line (SL). The free layer 

of the MTJ is connected to the bit line (BL) while the other 

pinned layer to the drain of NMOS. The word line (WL) is 

connected to the gate. In this arrangement the STT-RAM uses 

existing CMOS technology with additional 2-3 masks only.  

 

   

Figure 2. 1T-1MTJ  STT-RAM (a) cross section and (b) 

circuit diagram 
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3.1   Read and Write Mechanisms   

The switching of the states in MTJ is obtained by changing 

the direction of current through it. When writing ‘0’ the 

current flows from BL to SL, whereas when writing ‘1’ the 

current flows in opposite direction i.e from SL to BL. when 

the MTJ terminal is biased to VDD, the cell access transistor 

operates in the linear region and does not limit the current 

through the MTJ. Therefore a resistor is connected to limit the 

current through it. In the reverse bias case, the access 

transistor operates in a diode connected manner and thus the 

threshold drop across the access device limits the voltage drop 

across the MTJ. This voltage drop places an upper limit on the 

switching current that can be applied to the cell. 

The data read operation is slightly different from that of 

conventional memory cell. The STT-RAM requires a 

reference voltage to compare the output generated by the 

sense amplifier. Generally the reference voltage is chosen as 

the voltage drop across the resistance (RL + RH) / 2 where RL 

and RH are the resistances of MTJ in parallel and anti-parallel 

states respectively.  The read operation consists of making the 

word line as high, this selects the access transistor. By 

applying a read voltage to the selected memory cell, the 

generated current on the bit line can now be compared to the 

reference signal in the sense amplifier. 

4. STT-RAM TECHNOLOGIES 
There are two types of switching mechanisms in STT-RAM 

currently, the In-plane switching (IPS) and the perpendicular 

magnetic anisotropy (PMA) type. The PMA are advantageous 

over IPS anisotropy type for reducing switching current 

density in MTJ’s. Devices with IPS magnetic anisotropy 

materials have to overcome additional demagnetizing fields. 

So STT-RAM devices with PMA are attracting much interest 

for STT-RAM applications. Perpendicular MTJ’s with Tunnel 

magneto resistance (TMR) ratios up to 64% at room 

temperature are reported using rare earth transition metal 

alloys [9][10]. 

5.  STT-RAM CELL DESIGNS 

In addition to the one transistor-one MTJ (1T-1MTJ) structure 

shown in Figure 2 several other cell designs like two 

transistor-one-MTJ (2T-1MTJ) [11] and thermally assisted 

MRAM ( TAS-RAM) also exist. [12] The 1T-1MTJ cell has 

the advantage of less area but it is vulnerable to process 

variations and thus cell stability is less. J. Li et al [11] 

proposed the 2T-1MTJ cell model which is more robust to 

process variations. This model compensates cell instability 

during read operations   and improves write operation by 

sacrificing the area. Therefore memory density is less 

compared to 1T-1MTJ cell.  

 

Figure 3. 2T-1MTJ STT-RAM cell 

The 2T-1MTJ cell consists of two NMOS transistors, one for 

read (N1) and the other for write operation (N2) as shown in 

figure 3. During the read operation only the read NMOS is 

turned on whereas during write operation both the read and 

write NMOS are turned on to provide large current for better 

write stability. This technique provides more robustness than 

the 1T-1MTJ cell. However the cell area increases due to the 

two transistors. 

6. SIMULATION RESULTS  

In our work we have used the two types of STT-RAM models 

i.e IPS and PMA type and designed the basic memory cells as 

mentioned in the previous section. The design has been 

carried out in 45nm technology using cadence tools and 

simulation results have been obtained. The results are as 

follows: Figure 4 (a) shows the schematic of IPS 1T-1MTJ 

cell and Figure 4(b) its simulation outputs. Figure 5(a) and 

5(b) shows the 1T-1MTJ results obtained using PMA model.  

 

Figure 4(a) : Schematic of 1T-1MTJ cell (IPS) 

 

 

Figure 4(b) : Outputs of 1T-1MTJ cell (IPS) 

 

 

Figure 5(a) : Schematic of 1T-1MTJ cell (PMA) 
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     Figure 5(b) : Outputs of 1T-1MTJ cell (PMA) 

Similarly, Figure 6(a) and (b) respectively shows the 

schematic and simulation outputs of 2T-1MTJ  IPS type and 

finally Figure 7(a) and (b) the schematic and outputs of 2T-

1MTJ for PMA model. 

 

  Figure 6(a) : Schematic of 2T-1MTJ cell (IPS) 

 

Figure 6(b) : Outputs of  2T-1MTJ cell (IPS) 

 

Figure 7(a) : Schematic of 2T-1MTJ cell (PMA) 

 

      Figure 7(b) : Outputs of 2T-1MTJ cell (PMA) 

7. CONCLUSIONS 

In this paper, design of basic STT-RAM memory cells has 

been carried out in 45nm technology node. Two types of 

models have been used, the IPS and the PMA type. Using 

these models we have designed two types of memory cells i.e 

the 1T-1MTJ and 2T-1MTJ type. The results show that the 

write current for IPS 1T-1MTJ is approx. 35μA and for PMA 

type it is around 30 μA. Similarly the write current for 2T-

1MTJ of PMA type is approx. 50 μA compared to 55 μA 

drawn by IPS type.  

The results clearly show that the write current for PMA type 

is less when compared to IPS type for both the memory cells. 

However, the switching speed of both types are nearly the 

same.  
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